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Abstract

This paper describes multi-spegker display systems for immersive auditory environments, coll aborative
projeds, redistic aoustic modeling, and live musicd performance.  Two projeds are described. The sound
sub-system of the Princeton Display Wall projed, and the NBody musicd instrument body radiation response
projed. The Display Wall is an 18 x 8 rea-projedion scree, illuminated by 8 high-resolution video
projedors. Each projedor isdriven by a4-way symmetric-multi-procesor PC. The audio sub-system of this
projed involves 26 loudspe&kers and server PCs to drive the spe&kers in red time from soundfil e playbadk,
audio effeds applied to incoming audio streams, and parametric sourd synthesis. The NBody projed
involves colleding and wsing dirediona impulse resporses from a variety of stringed musicd instruments.
Various sgnal processng tedhniques were used to investigate, fador, store, and implement the olleded
impulse responses. A software workbench was creaed which allows virtual microphones to be placel around
avirtual instrument, and then allows sgnals to be processed through the resulting cerived transfer functions.
Multi-spedker display devices and software programs were @nstructed which alow red-time gplication of
of the filter functions to arbitrary sound sources. This paper also dscuses the relation of sphericd display
systems to conventional systems in terms of spatial audio and sound-field recnstruction, with the conclusion
that most conventional tedhniques can be used for sphericd display systems aswell.

1 Introduction and Motivation

The task of artificdly creaing a redistic auditory experience presents many chall enges, bringing an abundance
of mathematicd and computational problems. Systems must provide flexible parametric models of the physicd
processs that crede sounds, expressve ntrollers for manipulating sounds, and convincing display of sound
sources at their corred locations in 3-dimensional space The projeds described in this paper focus on creding
redistic auditory and gratifying musica experiences using multi-channel audio systems.

1.1 The Video Wall Project

The Princeton Video Wall isalarge (18 wide x 8 high) rear-projedion screen which supports research projeds
in avariety of areas. Soundfor the Video Wall supports and enhances the basic visual functions of the projed;
collaboration, visualizaion, and immersion. Since the wall is large, there is the likelihoad that certain visua
display data will be out of the visual field of persons ganding close to the wall. Sound can be used to draw
diredional auditory attention to an event, causing wsers of the wall to turn their heads toward the sound and thus
bringing important visual information into their field of view. This is important for both collaboration and
visudlization projeds. For collaborative projeds, there is the posshility of different sub-groups working on
different pieces of a projed on dfferent regions of the wall. For example, one of two groups might work on
ead half of thewall. Having enough speaers placed around the wall and room containing the wall alows for
sounds to be displayed seledively within spatial regions. With additional signal processng, multi-speaker
bean-forming and cancdlation techniques can be employed to make the sound projedion more focused then
simply picking the spe&ker closest to the intended viewer/li stener.

For visualization, data can be mapped to auditory as well as visua displays, alowing for enhanced multi-
modal displays. By seleding the appropriate parameters and mappings of scientific data, processes, control
flow, etc. , the human visual and auditory systems can be used to their best compli mentary advantage.

Walk-through simulations which combine redistic sound with graphics are an adive area of reseach.
Simulators for training (flight cockpit, nuclea control rooms, battlefield, etc.) can benefit from redistic sounds,
displayed with corred spatial placement [1]. Multi-site videoconferencing and collaboration can benefit from
corredly spatialized display of voices and dfferent geographicd sites. Soundfield reconstruction for video-
conferencing was recently found to give good perceptua results compared to binaural methods [2]. Other VR
applicaions can benefit from having flexible, parametricdly controlled, low-latency sound synthesis and
processng. Many recent advances in sound synthesis by physicd modeling can be exploited to make the
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immersive soundexperience more redistic and compelling [3,4,5].

The goal of the sound sub-system of the Video Wall projed is to obtain a working sound server solution
which properly addresses the problems of synchronizaion and scdability while being flexible enough for a
wide range of auditory display techniques. Applicaions sioud be able to seamlesdy accessthe server and creae
their respedive auditory eventsindependently.

1.2 The NBody Project

Musicd instruments radiate soundin dredional, frequency dependent spatial patterns. For some instruments
such as brass the patterns are fairly predictable from the known properties of horns. For other instruments such
as woodwinds, the patterns are more cmplex due to a number of toneholes which can radiate sound, and the
configurations of these tonehole radiation sources vary with diff erent fingerings [6].

For stringed instruments, the radiators are wooden boxes whose shapes, materials, and techniques of
construction vary grealy between families, and from instrument to instrument within a sub-family. Players of
eledric stringed instruments are avare of the benefits of solid bodied instruments with eledronic pickups, such
as increased sustain times, deaeased problems with feedbad< when amplifying the instrument, and the aility to
processthe sound of the instrument without the natural sound being heard. However, performers using solid
body eledric stringed instruments often find that these instruments ladk the "warmth" associated with acmustic
instruments, and wsing loudspeskers to amplify the dedronic instrument does not provide a satisfadory
dispersion d soundin performance spaces.

In recant yeas, synthesis by physicd modeling has become more possble and popular [3]. To synthesize
stringed instrument sounds using physicd modeling, models of the bodies of these instruments are required
which are dficient, redistic, and parametricdly controllable. The latter is important to composers and
interadive performers wishing to exploit the flexibility of parametric body models, allowing for dynamic
changes in the parameters to be used as compasitional and performance gestures. Another applicdion areais
virtual redity and 3D sound, which has brought a need for data and algorithms for implementing the diredional
radiation properties of musicd instruments, the human vaice and aher sound sources|[7].

The goal of the NBody projed is to oltain a set of useable filters for implementing redistic spatial
radiation petterns of a variety of stringed instruments for simulation and performance. The data will be made
pubicly avail able in both raw and processed forms, allowing reseachersto useiit for various purposes, including
verificaion of theories about the radiation properties of instruments. Using the NBody data, application
programs for physicd modeling synthesis and multi-spe&er display for red-time performance have been
written. Multi-spedker display devices have been bult which take dired advantage of the NBody chta set.

2 Approach and Methods

2.1 The Video Wall Multi-Speaker Audio Subsystem

Sound spatialization dsplays have been creaed which use binaural headphones and signal processng
techniques, or stereo speakers using transaural crosstalk cancdlation. Such systems require that the users head
be motionless or heal tracking must be employed (for a review refer to [1,8]). Audio display systems like this
are unsuitable for an untethered, multi-person, large work spacelike the Video Wall. A few virtual environment
projeds, such as The Cave, use anumber of speekers, typicdly on the order of 4 to 8[9].

The Video Wall audio sub-system uses 26 loudspeakers, as srown in Figure 1. Some, but not excessve,
aoudticd treament was dore to the room, to cut down refledions from the speakers (and to the microphones).
The room could have been made more aousticdly dead, but one motivation of this projed isto keep the budget
and construction required for the sound sub-system in a range where other systems like it can be eaily built or
retrofitted to existing large visua display systems. Also, the room shoud be useale for video-only projeds
when the sound system is not desired, and rooms which are aousticdly dead can prove to be unpleasant work
environments.

2.1.1 Spatialization Research System

Widely known agorithms for spatial composition [10,11] have been implemented and tested on a small sub-
system of 8 spedersin a cubic arrangement. It al ows compasers to spedfy arbitrary trgjedories in the virtua
sound space &d an arbitrary order of refledion which are rendered using the image-source method [12]. The
implementation scdes well with the number of speakers and can be used for spatial compositions for the Video
Wall audio setup.

2.1.2 The ND Sound Server

The server software was written to run oncommodity PC hardware, and alows for scdability in terms of the
number of speakers and the number of PCs available for sound computation. To alow for the most flexibility
for future unforseen sound applicaions, all sub-systems of the audio software: soundfile playbad, effeds
processng d sound streams, and sound synthesis, were written in an integrated but extensible fashion. This will
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allow sources to be mnneded and mixed as arbitrarily as possble, and new components to be alded as new
applicaions arise. The software interface to the multi-channel sound cards provides smple acarate
synchronizaion between channels. Our system has ©me similarities with NCSA’s VSSsystem [13], though our
system is able to control 24 independent channels from one PC instead of the 2-channel stereo of VSS A merge
of the best feaures of these two projedsis being considered. A rough outline of the structure of the implemented
server software can be seen in Figure 2. The sound servers are conneded with PCs runring applicaions on the
video wall via alow-latency, high-bandwidth LAN although there is as yet no synchronization a latency
guarantees over the network. The sound server plays and mixes sund acording to commands recaved through
aTCP/IP conredion wsing a spedal-purpase protocol.

@ @ -
Control | g,cket Sound source
via — = Server 1 handler
TCF{IP [
= Mixer
N-channel

Sound core -
sound

FIGURE 1. 26 Speaker array in Video Wall room. FIGURE 2. Video Wall Sound Server Architedure.

2.2 The NBody Musical Instrument Body Modeling Project

Impulse resporses were mlleded for six stringed instruments, including three guitars, a mandadlin, a
violin, and a Hardanger (Norwegian folk) fiddle. An icosahedral (20 faces, 12 vertices) grid was constructed of
14" dowel rods, with a microphone mourted at ead vertex. Figure 3 shows a phaograph of the microphone
array, with a reseacher outside, a mandalin suspended inside the array, and the twelve microphone positions
labeled . Thetotal diameter of the sphere bounded by the microphone dements was approximately 4. Twelve
identicd AKG C3000cardioid microphones were paositioned at the vertices of the icosahedron, pointing diredly
inward. The stringed instruments were excited using a cdibrated force hammer. Data was colleded bah with
the player holding the instrument, and with the instrument suspended without a player. A complete description
of the data colledion methods and NBody projed can be found in [14].

In addition to impulse resporses, samples of typicd playing on each instrument were recorded using the
12-microphone aray. To demonstrate the variety of soundradiation from an instrument in different diredionsin
an anechoic condtion, violin recrdings are included with this paper. All example sounds were recorded
simultaneously during a single performance. The first recording dredion (Sound 1) is taken from microphone 2,
pointed dredly along the normal vedor of the violin top date. The second recording (Sound 2 is taken from
microphone 3, to the player’s left and below microphore 2. The third recording (Sound 3) is taken from
microphone 8, diredly behind and below the player and oppasite microphone 2.

Two multi-speeker sphericd display devices (nicknamed “the Boulder” and “the Bomb”), shown in
Figures 4 and 5 were constructed. 12 speakers are aranged in an evenly-spacal array, fadng outward. The
Boulder and Bomb are essntially dodecdedral dual display devices for the icosahedral microphone data
colledion device shown in Figure 2. Any sound that was incident on a given microphonre in the microphone
array can be played back on the matching spedker in the speaker array, resulting in afairly faithful reconstruction
of the original sphericd wavefront emitted by the instrument. Fast, multi-channel convolution hes been
implemented to allow any sound source, such as a solid bady eledric violin signal, to be filtered by the
diredional radiation impulse responses measured in the NBody data colledion grojed.

3 Relation of Spherical Displaysto Conventional Spatial Displays

Conventional spatial displays are speakers aurrounding the listeners and roughly pointing towards them. A vast
body d tedchniques for these mnventional spatial displays (like the Video Wall speder array) has been
developed. Sphericd displays are far lesscommon and there are few known techniques. In general, conventional
gpatial displays like the Video Wall are nat direded towards reconstructing the binaural channels for the
audience because bath credion of thase signals and trading of a large number of targets present immense
technicd problems. Instead such displays, if used for spatial display, are typicdly approached by simulation o
discrete goproximation of sound-fields[15,16,17].
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: U
FIGURE 3. Microphone arr ay structure. FIGURE 4. “TheBoulder” FIGURE 5. “The Bomb”

For the conventional spatial display, the generated sound-field can be thought of as coming from sources gacel
around the listener. One @n say, that the generated sound-field is locdly confined (or simply locd) and that the
placement of reproduced sourcesis global. A sphericd display, on the other hand, simulates the radiation d one
(or a few) locd sound sources confined in the space described by the sphere. The radiated sound-field is,
however, nat inherently confined and hence @n be ssmply viewed as being the globa sound-field as generated
by the locd sources. Hence these two dsplay methods are, in terms of sound-field recnstruction methods,
complementary. In both cases, the spedkers represent a discrete sampling of the sound-field, but the diredion of
radiation is inverted. From this it seans like techniques for improving the sampling errors made due to the
spadng between the speakers, like panning techniques, can be diredly applied to the sphericd display. In this
sense the distinction between conventional displays and sphericd displays can be seen as the first having the
speakers painting inwards (global sources) while the latter having them pointing ouwards (locd sources),
independent of the atual shape.

When talking about sound-field reaonstruction from recrded sounds, one an look at the microphones
discretely sampling the sound space and the speakers reconstructing this discrete sampling by propagating the
recorded sound in the diredion d the incoming wave. As can be seen in Figure 3, this is aso the method for
measuring the radiation patterns of the musicd instruments. First-order sound-field data, as typicdly recorded
for Ambisonicg[16], can therefore eaily be played onan spherica-display, given that the right diredionality is
preserved.

4  Current Projed Statusand Future Directions

The initial Video Wall sound system uses multiple 8-channel soundcards, which just this yea have begun to
appea in the soundcard market, mournted in a single Pentium-class computer. The server software will be
continually expanded to add spatiali zation, more dfeds processng, and more sourd synthesis algorithms. As a
reseach challenge, the computational limits of the single-processor/multi-card machine can be exceeded quite
eally. The system will be re-architeded to alow for multiple madcines to compute and stream sound, and
possbly for multiple macines to dired sound to the loudspeakers. Bean-forming for direcional projedion of
soundwill be alded to the software. Bean-forming by spedkers is a dual problem to the usual beam-forming
from microphone arays [18] and has close relation to the remnstruction of soundfields [15]. We ae
investigating wsing the results from microphone aray reseach in developing dirediona audio capabiliti es for
the Display Wall projed. Many microphones (on the order of 12) will be added to the system in the future.
Reseach will be condwcted on wsing the microphones to track an occupant as he/she moves about the room
while spe&king. The microphones will be used to implement a multi-site videoconferencing system which
displays the voices of the participantsin the corred locaions aroundthe screen. Finally, use of the microphones
for adive noise cancdlation and improved dredional speer projedionwill be investigated [18,19].

The NBody projed will continue forward, emphasizing analysis and parameterizaion of the measured
impulse responses. It is planned to colled more impulse resporses, for double bassviolin and violincdlo. More
efficient and parametric dgorithms for implementation, modification, and spatia interpolation d the impulse
resporses will be investigated. The Bomb and Boulder have been played in live performance a number of times,
and lesons leaned from those performances can inform the construction d future multi-spesker performance
systems.
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