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Overview

� History and overview of Music Information Retrieval 

� Audio feature extraction 

� Music-specific processing

� Content-based similarity, segmentation & 
classification 

� Query-by-Humming 

� Fingerprinting & watermarking 

� Content-aware user interfaces 

� Challenges and connections to other areas 
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Why music ? 
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Music Today

The imagined future: 

i-tunes store 1 billion
purchased songs 

EU – Microsoft Windows 
media player

10000 songs in ipod
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The not so far future 
of MIR

 

Lib r a r y  o f a l l  
r e c o r d e d  m u s ic

o r g a n iz e

s e a r c h

c la s s i fy

r e t r i e v e

b r o w s e
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History of MIR 
www.ismir.net

� Scattered earlier work < 2000

� NSF Digital Libraries initiative 

� 1st ISMIR in Plymouth, Mass. 2000

� ISMIR 2006 in Victoria 

� ICASSP, ICME, ACM                                                 
 Multimedia, etc

� IEEE Trans. SAP, MM

7
Copyright 2006 G.Tzanetakis

Observations

� Analysis/Understanding require multiple 
representations – no “best” one 

� Coding/Compression/Processing typically 
search for the “best”/”optimal” way to do 
things 

� Paradigm shift is necessary to make music 
and multimedia more than just a lot of 
numbers – content “understanding”

� MACHINE LEARNING is crucial 
8
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Audio MIR Pipeline

Hearing
Representation

Understanding
Analysis

Acting
Interaction

Signal Processing Machine Learning Human Computer
Interaction
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Audio Feature Extraction

� Sound and sine waves

� Timbral Features

� STFT, DWT, LPC, MFCC, MP3 

� Pitch Analysis 

� Autocorrelation, sinusoids, transcription
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Feature extraction

Feature
Space

Feature vector
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Content-based MIR
(“google” for music) 

Rank List

3 5 0 0  c l ip s  ( 3 0  s e c )  -  n o  Ke n n y  G  
N O  M E T A D A T A  U S E D

O r c h e s t r a l R o c k Ja z z O p e r a R e g g a e R a p W o r ld P ia n o
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Some “interesting” 
searches

P o p /R o c k W o r ld /A f r i c a n A r t  R o c k

F e a t u r e  E x t r a c t io n

C o m p u t e r  M u s i c K le z m e r W o r ld /M o n g o l ia
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Timbral Texture
Timbre = differentiate sounds of same
pitch and loudness

Timbral Texture = differentiate mixtures of sounds
(possibly with the same or similar rhythmic and pitch content)

Global, statistical properties and fuzzy boundaries
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f x
n 0

ancos n x
n 0

bnsi n n x

     Time-Frequency Analysis 
Fourier Transform

f f t ei t d t

ei cos i si n16
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Linear Systems
and Sine Waves

in1

in2

in1 + in2

out1

out2

out1 + out2

Amplitude

Period = 1 / Frequency

0 180 360

Phase True sine waves last forever  

sine wave -> LTI -> new sine wave
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Short Time
Fourier Transform 

Time-varying spectra
Fast Fourier Transform FFT
 

Input

Time

 t

  t+1

  t+2

Filters Oscillators

Output

A m p l it u d e

Fr e q u e n c y
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     Demos (waterfall display +  
phasevocoder)
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Short Time 
Fourier Transform I

FT = global representation of frequency content 
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STFT- Wavelets
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A filterbank view
of STFT and DWT

BW = 1KHz
CF   = 500Hz

BW = 1KHz
CF   = 1500Hz

BW = 1KHz
CF   = 2500Hz

Impulse
input

Impulse
input

BW=200

BW=400

BW=800

STFT DWT
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The Discrete Wavelet 
Transform

Analysis

Synthesis

Octave filterbank
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Spectrum and Shape
 Descriptors

M

F

Centroid
Rolloff
Flux 
Bandwidth
Moments
....

Centroid

Feature
Space

Feature vector

=
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Voice production

� Vocal Folds 

� breath pressure from lungs causes   
 the folds to oscillate 

� oscillator driven by breath pressure                  acts 
as excitation to the vocal folds

� Vocal Tract 

� tube(s) of varying cross-section exhibiting 
modes of vibration (resonances) 

� resonances “shape” the excitation
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Formant Peaks - 
Resonances

Modes/ resonances are the result of standing waves 
constructive interference – boosted regions of frequency

Vocal tract is essentially a tube
that is closed at the vocal fold 
and open at the lips

modes = odd-multiples of ¼ cycle
of a sine wave  (F1 = c/ l/ 4) l=9in
375 Hz, 1125 Hz, 2075 Hz
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Formants

From “Real Sound Synthesis for Interactive Applications”
P. Cook, A.K Peters Press, used by permission
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Linear Prediction 
Coefficients

Lossless Tube SpeechImpulses @ f0

White Noise

Source Filter

s' n

� �

i � 1

p

ai sn � 1 H

�

z

�� 1

1 � �

i � 1

p

ai z

� i

Original

Resynthesized
with impulses/noise
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MPEG-7
Audio Descriptors

� Low-Level Audio Descriptors

� Waveform, Spectral

� Spectral Timbral (centroid, spread)

� Temporal Timbral (temporal cntrd, log-attack) 

� High-Level Description Tools

� Sound recognition and indexing

� Spoken content

� Musical instrument timbre 

� Melody description
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Principal Component 
Analysis

Projection 
matrix

PCA
Eigenanalysis
of collection 
correlation matrix
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MPEG-7 Spectral Basis
Functions

SVD

collection of 
spectra

Basis Functions (eigenvectors)

Projection coefficients
(eigenvalues)

typical: 70% of original 32-dimensional data is captured by 4 sets of 
basis functions and projection coefficients 

Each spectrum can be expressed as a linear combination of the basis
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Perception-based 
approaches

� Pitch perception

� Loudness percetion

� Critical Bands

� Mel-Frequency Cepstral Coefficients 

� Masking

� Perceptual Audio Compression (MPEG) 
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The Human Ear

Pinna
Auditory canal
Ear Drum 
Stapes-Malleus-Incus (gain control)
Cochlea (freq. analysis)
Auditory Nerve    ?

Wave travels to cutoff slowing 
down increasing in amplitude
power is absorbed 

Each frequency has a position 
of maximum displacement 
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Masking

Two frequencies -> beats
                            -> harsh
                            -> seperate

Inner Hair Cell excitation

Frequency Masking 
Temporal Masking 

Pairs of sine waves (one softer) – how much weaker in order to be masked ?
(masking curves)   wave of high frequency can not mask a wave of lower 
frequency 
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Mel Frequency Cepstral 
Coefficients

Mel-scale
13 linearly-spaced fi lters 
27 log-spaced filters 

CFCF-130
CF /  1.0718

CF+130
CF * 1.0718 

Mel-filtering

Log

DCT

MFCCs
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Cepstrum

Measure of periodicity of frequency response plot

S(ej

�

) = H(ej

�

) E (e j

�

)                                      H is linear filter, E is excitation

log(|S(ej

�

)|) = log (|H(ej

�

)|) + log(|E (e j

�

)|) 

(homomorphic transformation – the convolution of two signals 
becomes equivalent to the sum of their cepstra)

Aims to deconvolve the signal (low order coefficients filter shape – high
order coefficients excitation with possible F0) 
Cepstral coefficients can also be derived from LPC analysis 
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Discrete Cosine Transform

� Strong energy compaction

� For certain types of signals approximates KL 
transform (optimal) 

� Low coefficients represent most of the 
signal

� Can throw high coefficients 

� MFCCs keep first 13-20 

� MDCT (overlap-based) used in MP3, AAC, 
Vorbis audio compression
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   MPEG Audio 
Feature Extraction

Analysis
Filterbank

Psychoacoustics 
Model

 Available bits 

Perceptual Audio Coding (slow encoding, fast decoding)

MP3

Pye                              ICASSP 00 
Tzanetakis & Cook     ICASSP 00
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Psychoacoustic Model

� Each band is quantized 

� Quantization introduces noise 

� Adapt the quantization so that it is inaudible

� Take advantage of masking 

� Hide quantization noise where it is masked

� MPEG standarizes how the quantized bits 
are transmitted not the psychoacoustic 
model – (only recommended) 
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Analysis and Texture 
Windows

Texture windows

Speech Orchestr
a

20 milliseconds

40 analysis windows

Piano

Analysis windows

Running multidimensional Gaussian distribution
(means, variances over texture window)
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Summary of Timbral 
Texture Features

� Time-Frequency analysis 

� Signal processing (STFT, DWT)

� Source-filter (LPC)

� Perceptual     (MFCC, MPEG) 

� Statistics over “texture” window 

� Feature vector(s) 
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Overview

� History and overview of Music Information Retrieval 

� Audio feature extraction 

� Music-specific processing

� Content-based similarity, segmentation & 
classification 

� Query-by-Humming 

� Fingerprinting & watermarking 

� Content-aware user interfaces 

� Challenges and connections to other areas 
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Traditional Music 
Representations 
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Rhythm 

� Rhythm = movement in time

� Origins in poetry (iamb, trochaic...)

� Foot tapping definition

� Hierarchical semi-periodic structure at 
multiple levels of detail 

� Links to motion, other sounds

� Running vs global  
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Event-based 
Alghoniemy, Tewfik   WMSP99
Dixon                           ICMC02
Goto, Muraoka             IJCA97          
Gouyon et al                DAFX 00
Laroche                        WASPAA 01
Seppanen                     WASPAA 01

Event onset detection IOI computation Beat model

Single band
Multiple band 
Thresholding
Chord changes

Successive onset pairs
All onset pairs
Quantization

Constant-tempo
Measure changes
Computational cost
Multiple hyphotheses
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Wavelet-based
Rhythm Analysis 

Tzanetakis et al    AMTA01

Goto, Muraoka    CASA98
Foote, Uchihashi ICME01
Scheirer               JASA98

Input
Signal

  
  Full Wave Rectification - Low Pass Filtering -Normalization 

+

 

Peak Picking

Beat Histogram

Envelope Extraction

D
W
T

Autocorrelation
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Separating bass 
and snare drum
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Beat Histograms
Tzanetakis et al     TSAP 02

 m a x ( B H ) ,  a r g m a x ( B H ) B e a t  H is t o g r a m  Fe a t u r e s
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Beat Spectrum
Foote, Uchihashi 01
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Rhythmic content 
features

� Main tempo 

� Secondary tempo 

� Time signature 

� Beat strength

� Regularity 
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Pitch Perception I 

� Pitch is not just fundamental frequency

� Periodicity or harmonicity or both ?  

� Human judgements (adjust sine method) 

� 1924 Fletcher – harmonic partials missing 
fundamental (pitch is still heard) 

� Examples: phone, small radio

� Terhardt (1972), Licklider (1959) 

� duplex theory of pitch (virtual & spectral pitch) 
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Pitch Perception II 

� One perception – two overlapping 
mechanisms

� Counting cycles of period  < 800Hz

� Place of excitation along basilar membrane > 
1600 Hz 

FFT Pick sinusoids weighting /  masking
candidate 
generation

common divisorsmost likely pitch
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Pitch content 

� Harmony, melody = pitch concepts 

� Music Theory             Score = Music

� Bridge to symbolic MIR 

� Automatic music transcription 

� Non-transcriptive arguments

Split the octave 
to discrete 
logarithmically
spaced intervals
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Pitch Detection 

P

r x

�

�

n � 0

N � 1

x

�

n

�

x

�

n

�

l

�

, l � 0,1,..L � 1
Autocorrelation  
Peaks at multiple of 
the fundamental frequency

ZeroCrossings

Time-domain
Frequency-domain
Perceptual

Rhythm -> ~20 Hz Pitch

(courtesy of R.Dannenberg – Nyquist)
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Multiple Pitch
 Detection 

> 1kHz

< 1kHz

Half-wave Rectifier
LowPass

Periodicity
Detect ion

Periodicity
Detect ion

SACF 
Enhancer

Pitch Candidates

C GC G

(7 * c ) mod 12

Circle of 5s

Tzanetakis et al, ISMIR 01Tolonen and Karjalainen, TSAP00 
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Chroma – Pitch 
perception
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Music Representations

� Symbolic 
Representation
– easy to manipulate
– “flat” performance

� Audio Representation
– expressive performance
– opaque & unstructured

    Align

POLYPHONIC AUDIO AND MIDI
ALIGNMENT
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Similarity Matrix

Similarity Matrix for Beethoven’s 5th Symphony, first  movement 

Optimal 
Alignment 

Path

Oboe solo:
•Acoustic Recording
•Audio from MIDI

(Duration: 6:17)

(D
u

ra
ti

on
: 7

:4
9)

POLYPHONIC AUDIO AND MIDI
ALIGNMENT
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Polyphonic 
Transcription

Original Transcribed

Mixture signal Noise Suppression

Klapuri et al, DAFX 00

Predominant pitch 
estimation

Remove detected 
sound 

Estimate # voices
iterate
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MIDI  

� Musical Instrument Digital Interfaces

� Hardware interface

� File Format 

� Note events

� Duration, discrete pitch, "instrument"

� Extensions

� General MIDI

� Notation, OMR, continuous pitch
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Structured Audio 

MPEG-4 SA 
Eric Scheirer

Instead of samples store sound as a computer
program that generates audio samples 

0.25 tone 4.0
4.50 end

SASL

 instr tone ()
{ 
    asig x, y, init;
    if (init = 0)
    {  init=1;
        x=0;}
x=x - 0.196307* y;
y=y + 0.196307* x;
output(y);
}

SAOL
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Overview

� History and overview of Music Information Retrieval 

� Audio feature extraction 

� Music-specific processing

� Content-based similarity, segmentation & classification 

� Query-by-Humming 

� Fingerprinting & watermarking 

� Content-aware user interfaces 

� Challenges and connections to other areas 
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Analysis Outline

� Overview 

� Similarity retrieval 

� Classification

� Clustering 

� Segmentation

� Thumbnailing 

� Fingerprinting 
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Musical Content 
Features

� Timbral Texture

� Spectral Shape 

� MFCC (perceptually motivated features, ASR)

� Rhythmic structure

� Beat Histogram Features

� Harmonic content

� Pitch Histogram Features 
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Analysis Overview 

Musical 
Piece 

Trajectory Point
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 p(    |   ) * P(  ) 

  Statistical Supervised  
Learning

Decision boundary

Partitioning of feature space

P(   |    )=
 p(   )

Music
Speech
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Non-parametric 
classifiers

 p(    |   ) * P(  ) 
P(   |    )=

 p(   )

Nearest-neighbor classifiers
(K-NN)
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Parametric classifiers

 p(    |   ) * P(  ) 
P(   |    )=

 p(   )

Gaussian Classifier 

Gaussian Mixture Models
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Cross-validation
Overfitting

Training set
Testing   set

Overfitting – generalization
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Supervised Learning

� Labeled data

� Training set, testing set 

� Cross validation

� Classifiers

� Gaussian + Gaussian Mixture Models

� K Nearest Neighbors

� Backpropagation Artificial Neural Network

� Support Vector Machine
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Unsupervised Learning
Clustering

k-means
Classify Re-estimate
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Automatic Musical 
Genre Classification

� Categorical music descriptions created by 
humans 

� Fuzzy boundaries

� Statistical properties

� Timbral texture, rhythmic structure, harmonic 
content 

� Automatic Musical Genre Classification

� Evaluate musical content features

� Structure audio collections  
72

Copyright 2006 G.Tzanetakis

 Classification 
Evaluation – 10 genres

Automatic (different collection)

Gaussian Mixture Model (GMM)
Support Vector Machine (SVM)

Perrot & Gjerdingen, M.Cognition 99 Tzanetakis & Cook, ISMIR 01, TSAP02

0
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20
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40

50

60

70

80

90

100

Classification Accuracy

Random

GMM

SVM

M02-SVM

Manual  (52 subjects)

0.25 seconds        40%  (demo)  
3 seconds             70%

0

10

20

30

40

50

60

70

80

90

100

Classification Accuracy

Random

0.25
3
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Comparison of human and   
automatic genre classification

Lippens et al.  ICASPP  04

Accuracy calculated 
comparing to the 
majority vote for 
genre – no outside 
ground truth

MAMI2: the reliable
songs 
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Comparison of human and   
automatic genre classification

Lippens et al.  ICASPP  04

Automatic classification 
performs as well as the 
“worst” human 

“best” human is 20% 
more accurate 

Difference is probably 
smaller today
(better features, SVMs) 
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GenreGram DEMO

Dynamic real time 3D display 
for classification of radio signals 
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Audio Segmentation

�  

Music Male Voice Female Voice

News:

Segmentation = 
changes of sound
texture
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Segmentation

� Model-based

� HMM 

� Fixed # of “textures”, no RMS

� Metric-based

� Detect abrupt changes

� Arbitrary # of “textures”, RMS 

� Sensitive to transients

� Hybrid                 

Aucouturier & Sandler, AES 01

                  Zang & Kuo, TSAP 01
Tzanetakis & Cook, WASPAA 99
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HMM segmentation

Hidden

  p(   |       ) 

Observed

Model 

1 2

  P(        |        ) 

3 4 5

 t t-1

Aucouturier & Sandler, AES 01
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        Multifeature Segmentation 
Methodology 

� Time series of feature vectors V(t)

�  f(t) = d(V(t), V(t-1))   

d(x,y) = (x-y)C-1(x-y)t    (Mahalanobis)

� df/dt peaks correspond to texture changes

Tzanetakis & Cook, WASPAA 99
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  Locating singing voice
segments

Berenzweig & Ellis, WASPAA 99

Multi-layer perceptron
2000 hidden units
54 phone classes

16 msec
p(phone class)

80% accuracy
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Performance 
matching

A B C D

Power plot

24d “pitch” 
vectors from FFT

Nearest neighbor with 
Locality-Sensitive Hashing 
Identical, different copy, 
different vocals, 
different performance (80%)

Characteristic sequence

Yang, WASPAA 99

Foote, ISMIR 00

Dynamic programming
Symphonies 
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Playlist generation

(s1,s2,s3, ... , sn) 20% slow songs, 80% fast, female jazz singers

Tewfik, ICASSP 99
Pachet,  IEEE Multimedia00

Constraint-satisfaction problem
Smooth transitions

Technical attributes (artist, album, name)
Content    attributes (jazz singer, brass) 
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Audio Thumbnailing

� Representative short summary of piece

� Segmentation-based

� Repetition-based

� Hard to evaluate 
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Segmentation-based 
Thumbnailing

� Begin and end times of a 2 second 
thumbnail that best represents the segment

62% first two seconds of the segment

92% two seconds within the first five seconds of 
the segment

� Automatic thumbnailing

first 5 sec + best effort about 80% "correct"
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Structural Analysis

� Similarity matrix

� Representations

� Notes

� Chords

� Chroma 

� Greedy hill-climbing algorithm 

� Recognize repeated patterns

� Result = AABA (explanation) 

Dannenberg & Hu, ISMIR 2002
Tzanetakis, Dannenberg & Hu, WIAMIS 03
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Similarity Matrices

Satin Doll - MIDI Satin Doll – Audio-from-midi
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An example – Naima
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Repetition-based 
thumbnailing

Thumbnail = maximum repeated segment

Logan, B.,  ICASSP 00
Bartch and 
Wakefield,WASPAA99

Alternatives: Clustering, HMM 
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Structure from 
similarity

Feature vector trajectory
Correlation at various time lags

Foote et al,            ISMIR 02
Dannenberg et al,  ICMC  02

ABAA'
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Overview

� History and overview of Music Information Retrieval 

� Audio feature extraction 

� Music-specific processing

� Content-based similarity, segmentation & 
classification 

� Query-by-Humming 

� Fingerprinting & watermarking 

� Content-aware user interfaces 

� Challenges and connections to other areas 
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Query-by-humming

� User sings a melody

� Computer searches database for song 
containing the melody 

� Probably less useful than it sounds but 
interesting problem 

� The challenge of difficult queries
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The MUSART system 

� Query preprocessing  

� Pitch contour extraction  (audio) 

� Note segmentation (symbolic)

� Target preprocessing       (symbolic)

� Theme extraction 

� Model-forming, representation

� Search to find approximate match 

� Dynamic Programming, HMMs
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Representations

� Pitch and tempo invariance 

� Quantized pitch intervals 

� Quantized IOI ratio 

� Approximate matching

� HMM

� Dynamic programming

� Time Series
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Overview

� History and overview of Music Information Retrieval 

� Audio feature extraction 

� Music-specific processing

� Content-based similarity, segmentation & 
classification 

� Query-by-Humming 

� Fingerprinting & watermarking 

� Content-aware user interfaces 

� Challenges and connections to other areas 
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Audio Fingerprinting 
and Watermarking

� Watermarking

� Copyright protection 

� Proof of ownership

� Usage policies 

� Metadata hiding

� Fingerprinting

� Tracking

� Copyright protection

� Metadata linking
96
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Watermarking

� Steganography (hiding information in 
messages – invisible ink ) 

Watermark
Embedder

watermark data

key

signal
repres.

transmission
   attacks

Watermark
Extractor

key

watermark 
data

(original music)
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Desired Properties

� Perceptually hidden (inaudible) 

� Statistically invisible 

� Robust against signal processing 

� Tamper resistant 

� Spread in the music, not in header 

� key dependent 
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Representations
for Watermarking

� Basic Principles 

� Psychoacoustics 

� Spread Spectrum 

� redundant spread of information in TF plane 

� Representations 

� Linear PCM 

� Compressed bitstreams 

� Phase, stereo

� Parametric representations
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Watermarking
on parametric representations

Yi-Wen Liu
J. Smith 2004

message

parameters p 

QIM
p' Audio 

Synthesis
Attack

Parameter
Estimation

Min dist
decoding

W

W' p' ' Choose attack tolerance 
quantize so perceptual 
distortion < t and lattice 
finding possible
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Problems with 
watermarking

� The security of the entire system depends 
on devices available to attackers 

� Breaks Kerckhoff's Criterion: A security system 
must work even if reverse-engineered 

� Mismatch attacks 

� Time stretch audio – stretch it back (invertible)

� Oracle attacks

� Poll watermark detector 
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Audio Fingerprinting

� Each song is represent as a fingerprint 
(small robust representation)

� Search database based on fingerprint

� Main challenges

� highly robust fingerprint extraction

� efficient fingerprint search strategy 

� Information is summarized from the whole 
song – attacks degrade unlike watermarking
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Hash functions

� H(X) -> maps large X to small hash value 

� compare by comparing hash value 

� Perceptual hash function ? 

� impossible to get exact matching

� Perceptually similar objects result in similar 
fingerprints

� Detection/false alarm tradeoff 
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Properties

� Robustness

� Reliability

� Fingerprint size

� Granularity 

� Search speed and scalability 
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Fraunhofer 

� LLD Mpeg-7 framework (SFM) 

� Vector quantization (k-means) 

� Codebook of representative vectors

� Database target signature is the codebook 

� Query -> sequence of feature vectors 

� Matching by finding “best” codebook 

� Robust not very scalable (O(n) search)) 

Allamanche Ismir
2001
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Philips Research

� 32-bit subfingerprints for every 11.6 msec

� overlapping frames of 0.37 seconds (31/32 
overlap) 

� PSD -> logarithmic band spacing  (bark) 

� bits 0-1 sign of energy 

� looks like a fingerprint 

� assume one fingerprint perfect – 
hierarchical database layout (works ok) 

Haitsa & Kalker 
Ismir 2002

106
Copyright 2006 G.Tzanetakis

Shazam Entertainment

� Pick landmarks on audio – calculate 
fingerprint

� histogram of relative time differences for 
filtering 

� Spectrogram peaks (time, frequency) 
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Spectrogram Peaks

Very robust – even over noisy cell phones
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Audio Fingerprinting

Music piece

Signature
Database

Signature 1.5 millionMatching

Robustness

300 
bytes

1sec

20msec

Copyright, metadata

moodlogic.net
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Overview

� History and overview of Music Information Retrieval 

� Audio feature extraction 

� Music-specific processing

� Content-based similarity, segmentation & 
classification 

� Query-by-Humming 

� Fingerprinting & watermarking 

� Content-aware user interfaces 

� Challenges and connections to other areas 
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Interaction Outline

� Motivation 

� Content & Context Aware UIs 

� Editors

� Displays

� Query UIs

� Audio-based

� Midi-based
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        Content & Context Aware 
User Interfaces

� Automatic results not perfect

� Music listening subjective

� Browsing vs retrieval 

� “Overview, Zoom and Filter, Details”

� Adapt UI to audio “Content & Context” 

 Computer audition

 Visualization 
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Content and Context

� Content ~ file

� Genre, male voice, high frequency 

� Context ~ file and collection

� Similarity  

� Slow – fast

� Multiple visualizations 

� Same content, different context

Billie 
Holiday

Ella 
Fitzerald

Christina 
Aguilera
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 Traditional Audio UI

CoolEdit

Waveform and Spectrogram 
Displays

Cut, paste, effects, etc

Music production and recording

Limited content no context
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Frequency to color
www.comparisonics.com

Female-Male Bass-Snare 

Low frequencies darker
High frequencies lighter Only content-sensitive
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Timbregrams

Content and context similarity and 
periodic structure  using color

Principal Component Analysis 

Tzanetakis & Cook DAFX00, ICAD01 
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Enhanced Audio 
Editor Demo
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Sonic Browser

Sonic Browser  (Univ. Limerick)
Fernstrom & Brazil ICAD 01

Direct Sonification

Spatial-audio aura

Manual placement 
drag-drop or simple attributes 
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            TimbreSpace Browser 
2D,3D   

Automatic coloring

Hierarchical zooming 

Automatic positioning 

Principal Component Analysis
for dimensionality reduction

Tzanetakis & Cook DAFX00, ICAD01 
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Islands of Music
Pampalk, ISMIR 02

Automatic analysis

Feature vectors

Self-Organizing Map 
(SOM)
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Integration
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Overview

� History and overview of Music Information Retrieval 

� Audio feature extraction 

� Music-specific processing

� Content-based similarity, segmentation & 
classification 

� Query-by-Humming 

� Fingerprinting & watermarking 

� Content-aware user interfaces 

� Challenges and connections to other areas 
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My MIR agenda

� Unknown music discovery

� Diversity and personalization

� Deeper music understanding

� Change way music is created,           
performed and distributed

� Example of music notation 

� Go beyond selling CDs
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Connections
Machine
Learning

Signal Processing

Psychology

Computer Science

Information Science

Human-Computer
Interaction

MUSIC
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Future work 

� Instrument identification/segmentation in 
polyphonic mixtures

� Content-based browsing interfaces 

� Singing voice detection/Singer 
identification 

� Artist/Musician identification 

� Personalization 

� INTEGRATION
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Auditory Scene Analysis

Albert Bregman
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THE END

� Perry Cook, Robert Gjerdingen, Ken Steiglitz

� Malcolm Slaney, Julius Smith, Richard Duda 

� Georg Essl, John Forsyth 

� Andreye Ermolinskiy, Doug Turnbull, George 
Tourtellot, Corrie Elder, Ajay Kapur, Stuart Bray, Adam 
Tindale, Antonin Stefannuti

� ISMIR, WASPAA, ICMC, DAFX, ICASSP  


