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We consider a production line that can produce one of \( n \) items per day. The demand schedule for all items is known in advance, and all items must be produced on or before their deadlines. We want a production schedule that meets all demand deadlines and minimizes the total changeover cost. The changeover cost has a special structure: it is (i) one dollar if the production line changes from producing item \( i \) to item \( j \) and \( i \) is less than \( j \), and (ii) zero if \( i \) is greater than or equal to \( j \). We also consider multiple identical production lines with all demands due at the end of every month, and assume that there is exactly enough demand at the end of every month. We obtain optimum production schedules for both the single-line and multiple-line case.

This paper considers the following scheduling problem. The production facility has \( m \) identical production lines, each capable of producing any one of \( n \) different types of items, \( 1, 2, \ldots, n \). Demand for the items occurs over a discrete time interval \( t = 1, 2, \ldots, T \). In order to meet the demand, a production line may have to change the type of items it produces. In so doing, it will incur a changeover cost. (This cost is the only type we will consider.) In this situation, we want to know (i) under what conditions the demand for the items can be met, and (ii) what production schedule will achieve the minimum cost.

Special cases of this problem have been considered by Glassey (1968), Bruno and Downey (1978), Mitsumori (1972) and Driscoll and Emmons (1977). Glassey gave a branch-and-bound solution for situations with one machine and the uniform changeover costs, and the goal is to minimize the total number of changeovers. Bruno and Downey showed that various restricted versions of the problem are NP-complete.

In this paper we will assume that the changeover cost incurred in changing the line from producing item \( i \) to producing item \( j \) is 1 if \( i < j \), and is 0 otherwise. (In a production line for paints, for example, the changeover cost is 1 if we change the production from a dark-color paint to a light-color paint, but is 0 if we change from light-color to dark-color.) This case has not been considered before, and the results of Bruno and Downey do not apply.

Let us introduce some notation.

\[
\begin{align*}
\text{for item } i \\
\text{at time } t, \\
\text{the demand} \\
D_i(t) &= \sum_{s=1}^{t} d_i(s): \text{the cumulative demand for item } i \\
\hat{D}_i(t) &= \sum_{s=1}^{T} d_i(s): \text{the reverse cumulative demand for item } i \text{ from time } t \text{ to } T, \\
\chi(t) &= \text{the amount of item } i \text{ produced at time } t, \text{ thus } \chi_i(t) = 0 \text{ or } 1, \\
\chi(t) &= \sum_{s=1}^{t} x_i(s): \text{the cumulative production of item } i \text{ up to and including time } t, \\
\chi(t) &= \sum_{s=1}^{T} x_i(s): \text{the reverse cumulative production of item } i \text{ from time } t \text{ to } T, \text{ and} \\
I_k &= \{1, 2, \ldots, k\}: \text{the first } k \text{ positive integers.}
\end{align*}
\]

A schedule is feasible if cumulative production is greater than or equal to cumulative demand, i.e.,

\[
X_i(t) \geq D_i(t) \quad \text{for } i = 1, \ldots, n, \\
\quad t = 1, \ldots, T. \tag{1}
\]

A schedule is optimum if it has the least changeover cost among all feasible schedules.

For the single production line case, we lose no generality by assuming that the production line is
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never idle and that there is sufficient condition to keep the production line busy. A necessary condition for the existence of a feasible schedule is then
\[ \sum_{i=1}^{T} \sum_{t=1}^{n} d(t) = T. \] (2)

We will assume from now on that (2) is true. Since the production line produces one item per period of time, we have
\[ \sum_{i=1}^{n} X_i(t) = t \]
and
\[ \sum_{i=1}^{n} \bar{X}_i(t) = T - t + 1. \]

1. The Single Line Case

As in Glassey, we address the problem by reversing the time orientation. Then (1) implies that a necessary and sufficient condition for a schedule to be feasible is
\[ \bar{X}_i(t) \leq \bar{D}_i(t) \quad \text{for all } i \text{ and } t. \] (3)

Based on (3), we introduce an algorithm that will produce a feasible schedule if one exists. We use \( \bar{W}_i(t) = \bar{D}_i(t) - \bar{X}_i(t) \) to denote the reverse net demand, and we simply use \( \bar{W}_i \) if the parameter \( t \) can be omitted without confusion. Basically, if we determine the production schedule from time \( T \) to 1, we can produce any item \( i \) at time \( t \) for which \( \bar{W}_i(t) \geq 1 \). If there is no such \( i \), then no feasible schedule exists. This approach can be written formally as an algorithm, and we use \( x(t) \) to denote the item produced at time \( t \).

**Algorithm 1**

\begin{verbatim}
for i := 1 to n do \( \bar{W}_i := 0; \)
for t := T downto 1 do begin
  for i := 1 to n do \( \bar{W}_i := \bar{W}_i + d(t); \)
  (A) if “there is any i such that \( \bar{W}_i > 0 \)” then begin
    (B) “Select an item k with \( \bar{W}_k > 0 \);”
    x(t) := k;
    (C) \( \bar{W}_k := \bar{W}_k - 1; \)
    end
  (D) writeln (“No feasible schedule exists”);
  “exit from procedure”;
end
end
\end{verbatim}

For the rest of this section, we will specify a policy for step (B) that will produce an optimum schedule for the changeover cost function given in the introduction.

Intuitively, we would like to produce the items from time 1 to \( T \) as a weakly decreasing (i.e., nonincreasing) sequence, and thus with cost zero. Since this is not always possible, we try to keep a weakly decreasing sequence as long as possible. Since the time orientation is reversed, the algorithm will try as long as possible to construct a weakly increasing sequence starting at time \( T \).

Let \( F \) denote the set of indices that will be feasible to produce in period \( t \) and let \( \text{HIGH} \) denote items with an index as high as the item produced in period \( t + 1 \), i.e.,
\[ F = \{ i \mid \bar{W}_i(t) > 0 \} \]
\[ \text{HIGH} = \{ i \in F \mid i \geq x(t + 1) \} \] (let \( x(T + 1) = 1 \)).

**Optimal Policy:**

\[ x(t) := \begin{cases} \min \text{HIGH}, & \text{if } \text{HIGH} \neq \emptyset. \\ \min F, & \text{otherwise}. \end{cases} \]

In this expression, the minimum over the sets \( \text{HIGH} \) and \( F \) produces the smallest element in these sets.

Before proving that this policy is optimum, we present an example. Note that, without loss of generality, we may assume \( d(t) \leq 1 \). This assumption is not limiting since the line can produce only one item per unit time, so if \( d(t) = d > 1 \), then the demands can be restructured as \( d_1(t - d + 1), d_1(t - d + 2), \ldots, d_1(t) \) and each \( d_1 \) has value one.

**Example 1.** Table I shows the demands for a case when \( T = 14 \) and \( n = 5 \). The demands for each type of item are shown on a single horizontal line; a star (*) appears on the line if there is a (unit) demand in that time period. Table II indicates the schedule produced by the algorithm. We will use \( C(x) \) to denote the total changeover cost of the schedule \( x \).

**Lemma 1.** Let \( y \) be a feasible schedule and suppose the value of \( y(t) \) is not chosen using the optimum

<table>
<thead>
<tr>
<th>Table I</th>
<th>Demands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item</td>
<td>Time</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>*</td>
</tr>
<tr>
<td>4</td>
<td>*</td>
</tr>
<tr>
<td>3</td>
<td>*</td>
</tr>
<tr>
<td>2</td>
<td>*</td>
</tr>
<tr>
<td>1</td>
<td>*</td>
</tr>
</tbody>
</table>
Table II
Schedule (Cost = 2)

<table>
<thead>
<tr>
<th>Item</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>*</td>
</tr>
<tr>
<td>4</td>
<td>*</td>
</tr>
<tr>
<td>3</td>
<td>*</td>
</tr>
<tr>
<td>2</td>
<td>*</td>
</tr>
<tr>
<td>1</td>
<td>*</td>
</tr>
</tbody>
</table>

policy. Then there exists a feasible schedule \( x \) that satisfies the following conditions.

(i) \( y(s) = x(s) \) for \( s = t + 1, \ t + 2, \ldots, T \).
(ii) \( y(t) \neq x(t) \) and

\[
x(t) := \begin{cases} \min \text{HIGH}, & \text{HIGH} \neq \emptyset, \\
\min F, & \text{otherwise.}
\end{cases}
\]

(iii) \( C(y) \geq C(x) \).

**Proof.** Let \( k \) be the value of \( x(t) \) as specified by (ii). Suppose \( k \neq y(t) \) (otherwise the lemma holds). Item \( k \) must appear in schedule \( y \) at some time in period \( I_{t-1} \). Let \( t' = \max \{ s \in I_{t-1} : y(s) = k \} \) be the last occurrence of \( k \) in the first \( t - 1 \) periods. We define the schedule \( x = x(1), \ldots, x(T) \) as follows.

\[
x(s) = \begin{cases} y(s) & \text{if } 1 \leq s < t', \\
y(s + 1) & \text{if } t' \leq s < t, \\
k & \text{if } s = t, \\
y(s) & \text{if } t < s \leq T.
\end{cases}
\]

Figure 1 illustrates this construction. The asterisks (*) indicate items that are scheduled earlier in \( x \) than they are in \( y \), and the primes (*) represent items that are scheduled at the same time. Obviously \( x \) satisfies (i) and (ii). Let \( \overline{X}(s) \) and \( \overline{Y}(s) \) denote the reversed cumulative production associated with \( x \) and \( y \), respectively. To show that \( x \) is feasible, we will show that (3) is satisfied. Consider the production of any item \( j \). If \( j \neq k \), then during the entire planning period \( I_T \), \( x \) produces \( j \) before or at the same time that \( y \) does. Thus \( \overline{D}_j(s) \geq \overline{Y}(s) \geq \overline{X}(s) \). We now consider the case when \( j = k \).

Clearly, \( \overline{X}(s) = \overline{Y}(s) \) if \( s \leq t' \) or \( s > t \). If \( t' < s \leq t \), then \( \overline{X}(s) = \overline{Y}(s + (t + 1) - 1, \text{ and therefore,} \\
\overline{D}_k(s) - \overline{X}(s) = \overline{D}_k(t) - \overline{X}(s + (t + 1) - 1), \\
= \overline{D}_k(t) - 1.
\]

However, \( \overline{D}_k(t) > 0 \) by the way that \( x(t) \) was chosen. Thus \( \overline{D}_i(s) \geq \overline{X}(s) \) for all \( i \) and \( s \).

To evaluate the total changeover cost \( C(x) \), we view \( x \) as being constructed from \( y \) by one deletion and one insertion: the deletion of \( k \) at time \( t' \) and the insertion of \( k \) between \( y(t) \) and \( y(t + 1) \). Since deletions never increase the cost, we need consider only the insertion.

An insertion can increase the cost only if

(a) \( k < y(t + 1) \leq y(t) \); or
(b) \( y(t + 1) \leq y(t) < k \); or
(c) \( y(t) < k < y(t + 1) \).

Case (a) cannot occur because, if it did, then \( \text{HIGH} \) would not be empty (it would contain \( y(t) \)) and \( k \) would not be selected by the policy. Case (b) cannot occur since then there would be a smaller item than \( k \) in \( \text{HIGH} \). Case (c) cannot occur since then \( k \) would not be the minimum item in \( F \).

**Theorem 1.** If a feasible schedule exists, then the schedule \( x \) produced by the algorithm is optimum provided that step (B) in Algorithm I is implemented by the optimal policy and \( x(T + 1) = 1 \).

**Proof.** The proof is immediate from the preceding lemma. One need observe only that \( x(T + 1) = 1 \) in the optimum schedule (this is true for every schedule) and that the lemma then tells us what to choose in the preceding time unit, and so forth.

In the remainder of this section we show that the algorithm can be implemented in time \( O(T \log n) \). We assume that \( n \leq T \). Actually, the implementation is quite straightforward if we use a balanced tree scheme such as AVL trees (see Knuth 1973). The operations to be performed are (a) find the minimum, (b) insert a new demand, and (c) find the minimum item \( \geq \) a given number. Each of these operations can be done in time \( O(\log n) \). At each node, we need to store not only the item number, but also the total unfilled demand for that item. One could also use a scheme that uses a fixed complete binary tree with \( n \) leaves.

![Figure 1](y x)
3. The Month-by-Month Case

In this section, we consider $m$ identical production lines ($m \geq 2$) and partition time into a number of intervals of arbitrary lengths. We call each time interval a month, although each month may have an arbitrary number of days. We assume that all demands occur at the end of each month. We also assume that there is exactly enough demand at the end of every month, i.e., the total demand at the end of a month is equal to $m$ times the number of days in that month.

We will show that we can obtain an optimum solution by concentrating on one month at a time. We shall schedule the production in reverse time, i.e., from December, to November, to October, and so forth.

Assume that we have scheduled the months December, November, ..., August, and we now focus on July. To schedule production in July, we want not only to minimize the number of costly changeovers for the period July 1 to August 1 but also to make the number of items produced on July 1 as small as possible. If the items produced on July 1 are small, we will have more flexibility when we schedule the month of June.

Assume that July has $T$ days available for scheduling and that the items produced at time $T + 1$ (i.e., August 1) are $v_1, v_2, ..., v_m$ with $v_1 \leq v_2 \leq \cdots \leq v_m$. For convenience, we assume that $v_j$ is on the $j$th line.

The month-to-month scheduling algorithm consists of two stages: tentative scheduling and final scheduling.

Tentative Scheduling

Among all demands of items $i$ with $i \geq v_j$ schedule the smallest $T$ items in the first production line as a weakly decreasing sequence. This tentative scheduling has 0 changeover cost for the first line.

Do the same for the second line, i.e., among the remaining demands, schedule the $T$ smallest items $i$ with $i \geq v_j$ as a weakly decreasing sequence. If there are exactly $T$ items greater than $v_j$ and less than $v_{j+1}$ (for $j = 1, 2, ..., m$), then tentative scheduling can be continued to fill $m$ production lines, and no final adjustment is necessary.

Assume that there are only $T - h$ items greater than $v_j$; then we still schedule these $T - h$ items as a weakly decreasing sequence and leave the left $h$ positions vacant:

$\bar{T}, \bar{3}, ..., \bar{h}, y(h + 1) \geq y(h + 2) \geq \cdots \geq y(T) \geq v_j$.

We say that there is a break of length $h$ in the $j$th line.

We now determine the final schedule.

Final Schedule

At this time, $y(h + 1), y(h + 2), ..., y(T)$ have been scheduled on the $j$th line. All other items, including those tentatively scheduled on the first $j - 1$ lines, are considered unscheduled. All these $[(m - 1)T + h]$ unscheduled items are less than $y(T)$. Schedule the smallest $h$ items on the $h$ vacant positions as a weakly decreasing sequence. (If $T = h$, we just schedule the smallest $T$ items before $v_j$.)

Schedule the rest of the production lines in the order of $j + 1, j + 2, ..., m, 1, 2, ..., j - 1$. Always schedule the $T$ smallest items as a weakly decreasing sequence. When we finish filling the $j - 1$ lines, we rename the $j$th line as the 1st line, $j + 1$ as the 2nd line and $(j - 1)$ line as the $m$th line so as to satisfy the boundary conditions $v_1 \leq v_2 \leq \cdots \leq v_m$ for the month of June.

Let us illustrate the algorithm before giving a proof of its optimality.

Example 2. Assume that there are 4 production lines, and the boundary conditions are $v_1 = 2, v_2 = 8, v_3 = 10$, and $v_4 = 15$. There are 5 days available for scheduling in the month of July, and the demands for items are

1, 1, 1, 1, 2, 3, 4, 5, 6, 7, 7, 8, 8, 9, 10, 11, 12, 14, 16

There are 2 days available for scheduling in June, and the demands for items are 1, 2, 3, 4, 5, 6, 7, 8.

Table III gives the results of tentative scheduling for July (where $j = 3$). Now permute the rows so that the boundary conditions $v_1 = 1, v_2 = 4, v_3 = 7$ and $v_4 = 11$ are true for the month of June. Then the tentative scheduling for June gives $(j = 4)$ in Table IV.

<table>
<thead>
<tr>
<th>Table III</th>
<th>Tentative and Final Schedules for One Month</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schedule and Line</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Tentative</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6 5 4 3 2</td>
</tr>
<tr>
<td>2</td>
<td>11 10 9 8 8</td>
</tr>
<tr>
<td>3</td>
<td>16 14 12</td>
</tr>
<tr>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Final</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>7 7 7 6 5</td>
</tr>
<tr>
<td>2</td>
<td>11 10 9 8 8</td>
</tr>
<tr>
<td>3</td>
<td>1 1 16 14 12</td>
</tr>
<tr>
<td>4</td>
<td>4 3 2 1 1</td>
</tr>
</tbody>
</table>
Table IV
Tentative and Final Schedules for Two Months

<table>
<thead>
<tr>
<th>Schedule and Line</th>
<th>Month and Day</th>
<th></th>
<th></th>
<th>June</th>
<th>July</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Tentative</td>
<td></td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>8</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>11</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>Final</td>
<td></td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>8</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>11</td>
</tr>
</tbody>
</table>

Lemma 2. If the number of items greater than or equal to \( v_i \) is strictly less than \( T \), then the cost is at least one dollar on the \( j \)th line.

Proof. The proof is omitted.

Lemma 3. The lower bound on the total cost for the month is \( m - j + 1 \) dollars if the tentative schedule gives \( T - h \) \((T \geq h)\) items on the \( j \)th line.

Proof. We want to prove that the tentative schedule fulfills without cost the maximum number of lines with weakly decreasing sequences.

Assume that there are \( T \) or more items greater than or equal to \( v_i \) but less than \( v_{i+1} \). Then we can select any \( T \) such items for the \( i \)th line and pay nothing. None of the unselected items can be used to fulfill the weakly decreasing sequence on the \((i+1)\)th line. If this result is true for \( i = 1, 2, \ldots, j - 1 \), then we have \( T - h \) items greater than or equal to \( v_j \), which would require one dollar on the \( j \)th line (Lemma 2), and there are no items greater than or equal to \( v_{j+1}, v_{j+2}, \ldots, v_m \). Each of these lines costs one dollar, and the total cost is \( m - j + 1 \) dollars.

On the other hand, if there are less than \( T \) items between \( v_i \) and \( v_{i+1} \), some of the items greater than \( v_{i+1} \) could be scheduled on the \( i \)th line according to the tentative scheduling algorithm. Those items greater than \( v_{i+1} \) could also be on the \((i+1)\)th line to fulfill the weakly decreasing sequence. However, any item that can be used to fulfill a weakly decreasing sequence on the \((i+1)\)th line can also be used on the \( i \)th line, but not vice versa. Thus if we start to fill the weakly decreasing sequence starting from the first line, we fill the maximum number of lines, which is exactly the tentative schedule.

Lemma 4. For \( T \) given items on a given line, the optimum schedule is a weakly decreasing sequence.

Proof. A weakly decreasing sequence costs nothing but has the largest item at the front end (July 1). Any other arrangement would cost at least one dollar.

For the weakly decreasing sequence, we may or may not have to pay a changeover cost from June 30 to July 1. If we do, we can schedule the smallest items on June 30, which would result in the most flexible schedule for the month of June and costs exactly the same as any other arrangement.

Lemma 5. Every item on the \( i \)th line \((i = 1, \ldots, j - 1)\) in the final scheduling is greater than or equal to the corresponding item in the tentative scheduling.

Proof. In both the final and tentative scheduling, the largest \( T - h \) items are on the \( j \)th line. All other items are less than \( v_j \). These items can be classified as follows:

- (0) items less than \( v_1 \),
- (i) items less than \( v_2 \) but greater than or equal to \( v_1 \),
- (ii) items less than \( v_3 \) but greater than or equal to \( v_2 \),
  
  \[ \vdots \]
- \((j - 1)\) items less than \( v_j \) but greater than or equal to \( v_{j-1} \).

In the tentative scheduling, we use at least \((j - 1)T\) items in classes (i) to \((j - 1)\), and there are exactly \((m - 1)T + h\) items less than \( v(T) \).

Therefore, there are at most \((m - 1)T + h - (j - 1)T = (m - j)T + h\) items in class (0). Since the final schedule first fills \( h \) positions in the \( j \)th line, then fills the \( T \) positions in the \((j + 1)\)th line, and so forth, the final schedule must use up all these items in class (0) before finishing the \( m \)th line. Thus the final schedule will take the largest \((j - 1)T\) items less than \( v(T) \) to be in the \((j - 1)\)th line, \((j - 2)\)th line, \ldots, first line, while the tentative schedule took \((j - 1)T\) items among classes (i) to \((j - 1)\) to be in the first \((j - 1)\) lines. Thus, every item in the final schedule is greater than or equal to the corresponding item in the tentative schedule.

Lemma 5 says that the final schedule also meets the lower bound on the cost. To prove that the final schedule is optimum, we must show that the final schedule gives the best possible items on July 1 (i.e.,
items produced at the front end which become the boundary conditions for the month of June).

To schedule \( m \) production lines on \( T \) days is to fill a table of \( m \) rows each with \( T \) entries. We define a staircase tableau as a table with \( m \) rows, where each row has a different number of entries and the \( i \)th row has fewer entries or the same number as the \( i+1 \) row.

**Lemma 6.** To fill a staircase tableau with weakly decreasing sequences, we achieve the minimum front ends by filling the smallest item from right to left and from the top row downward, as shown in the following example for a staircase tableau of three rows.

<table>
<thead>
<tr>
<th>3</th>
<th>2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>14</td>
<td>13</td>
</tr>
</tbody>
</table>

**Proof.** We shall use the example to illustrate the flavor of the proof (the reader can supply a formal proof). Since all rows must be filled with weakly decreasing sequences, the largest item, 15, must be one of the front ends of a row. Furthermore, the largest item not in the same row as 15 must be one of the front ends. To minimize the largest item, we put as many large items as possible in the same row as 15. Then we have a staircase tableau of \( m - 1 \) rows, and can repeat the same argument.

**Theorem 2.** The month-to-month algorithm is optimum.

**Proof.** Lemmas 3 and 5 ensure that the final schedule meets the lower bound of the total cost. Lemma 4 insures that all items in a row must be a weakly decreasing sequence. Lemma 6 says that the best possible front ends are achieved by the final schedule.

4. Final Remarks

There are a number of naturally arising questions that we have left unresolved. The most general one concerns the complexity of the problem: Is the \( m \) line problem (without fixed deadlines) NP-complete?

Other questions also arise. The algorithm given in the one-line case applies to a particular changeover cost function. Can the algorithm be modified to handle more general cost functions? If not, can we prove that there is no policy (B) that depends only on \( \hat{W}_i(t) \) and \( x(t+1) \) to give the optimum solution? Can the following cost function be dealt with?

\[
c(i, j) = \begin{cases} 
2 & \text{if } i > j, \\
1 & \text{for } i < j, \\
0 & \text{if } i = j.
\end{cases}
\]

Note that the algorithm of Section 2 will handle the preceding cost function if \( c(i, i) = 1 \) for all \( i \).
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