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Abstract. In this paper we study the problem of deciding boundedness of (recursive) regular path queries over views in data integration systems, that is, whether a query can be re-expressed without recursion. This problem becomes challenging when the views contain recursion, thereby potentially making recursion in the query unnecessary. We define and solve two related problems of boundedness of regular path queries. One of the problems asks for the existence of a bound, and the other, more restricted one, asks if the query is bounded within a given parameter. For the more restricted version we show it PSPACE complete, and obtain a constructive method for optimizing the queries. For the existential version of boundedness, we show it PTIME reducible to the notorious problem of limitedness in distance automata. This problem has received a lot attention in the formal language community, but only exponential time algorithms are currently known.

1 Introduction

The compile-time query optimization is one of the key factors for the enormous success of database systems today. Notably, the majority of the influential work on query optimizers dealt with SQL queries, for which the negation free ones correspond to datalog queries without recursion.

Nevertheless, in the research community from the mid 1980’s to the mid 1990’s, another theme was the study of (recursive) datalog (see e.g. [27]). Unfortunately, most decision problems related to query optimization turned out to be undecidable. One of the undecidable problems was the boundedness of datalog, which is to decide whether a given recursive datalog query is equivalent to one without recursion. The importance of this is that should we be able to re-express a recursive datalog query as another query without recursion, then we could use the optimization machinery for non-recursive queries, which over the years has been proven to be very efficient and successful in commercial systems.

Notably, a well-behaved fragment of datalog, which is both natural and quite general, did emerge in the mid 1990’s, in the context of semistructured data (graph data) (see [27]). This fragment is the class of regular queries, whose basic element is that of regular path queries.

The semi-structured data model [1] is now widely used as a foundation for reasoning about a multitude of applications, where the data is best formalized in terms of labeled graphs. Such data is usually found in Web information systems, XML data repositories, digital libraries, communication networks, and so on.

Regarding the query languages for semi-structured data, virtually all of them provide the possibility for the user to query the database through regular expressions. The boundedness problem for regular path queries is decidable. Simply, one has to build a finite automaton and check whether there is a cycle on a path between an initial and a final state.

This simplicity is not true anymore when the regular path queries are on an alphabet where the symbols represent views, which can in turn can have recursive definitions. Such queries are prominent today in information integration systems, where the data-sources are represented as a

\textsuperscript{*} A preliminary version of this paper appeared at IDEAS’07.
set of views over a global schema. The data is described by the local schema, which in the semi-structured context is the set of view names. By using the view definitions, the user query (expressed on the global schema) is rewritten by the integration engine in terms of the local schema. Finally, the obtained view-based rewriting is used to extract the answer from the data on the local schema. This is commonly referred in the literature as the local-as-view (LAV) approach for data integration (see [18]).

Thus, in practice, we have to deal with machine generated regular path queries (rewritings) on view names, and the above-mentioned simple check for recursion is not sufficient.

A classical example given in [3] is the following. Suppose that we have a single view \( V = R^* \) and the view-based rewriting is \( V^* \). Clearly, this is equivalent with just \( V \), which is more efficient than \( V^* \) to be answered on the data source.

We note here that, the view-based rewritings, generated by the method proposed in [3] always contain all the recursion possible, as long as the containment of the rewriting to the original query is preserved. The problem of “minimizing” a rewriting was first proposed in that same paper ([3]) but it has been open since then.

In general, the problem is more complicated than the example above, which only illustrates a case where the non-recursive rewriting reduces to a single-letter word. As a more elaborated example, consider the view \( V = R^+ \). Now, for any given (natural) number \( k \), take the query \( Q = R^*.R^k \). The rewriting computed by [3] and [8] will be \((V^k)^+\), and clearly we need to have a way to infer that in fact the only word needed from this language is the word \( V^k \), which has length \( k \).

In this paper, by solving the boundedness problem for regular path queries over views, we show that for the exact view-based assumption in data integration, it is sometimes possible to replace a view-based rewriting with a not necessarily (purely) algebraically equivalent non-recursive one, without loosing any answers. The exact view assumption is usually the implicit assumption in a multitude of applications such as datawarehouses and enterprise data integration applications (see e.g. [9]), and has received considerable attention in the research community (see e.g. [6, 2]).

Furthermore, we obtain an optimal algorithm, which takes as input a view-based expression and a number \( k \), and returns an equivalent expression without recursion (if such exists), in which the length of the longest word does not exceed \( k \).

Depending on the application, we might be interested only in the existence of the above number \( k \). Namely, we would like to know, for a given expression (query) on the view definitions, whether there exists a number \( k \), such that the sub-language of the words of length not more than \( k \) is equivalent with the language captured by the original expression. Clearly, this amounts to deciding whether a query can be equivalently re-expressed without recursion. We show that our existential problem is polynomial time reducible to the intricate limitedness problem for distance automata, intensely investigated by Hashiguchi and others [11, 13, 14, 19, 25, 23].

The rest of the paper is organized as follows. In Section 2, we give the necessary background on regular path queries and views in LAV data integration. In Section 3, we present a characterization theorem for the regular path query equivalence with respect to a set of views. In the same section, we define two notions of boundedness, the \( k \)-boundedness and finite boundedness. In Section 4, we present our results for the \( k \)-boundedness. In Section 5, we solve the finite boundedness problem by giving a reduction to the limitedness problem in distance automata. Finally, Section 6 concludes the paper.

2 Basic Definitions

We consider a database to be an edge-labeled graph. This graph model is typical in semistructured data, where the nodes of the database graph represent the objects and the edges represent the attributes of the objects, or relationships between the objects.

Formally, let \( \Delta \) be a finite alphabet. We shall call \( \Delta \) the database alphabet. Elements of \( \Delta \) will be denoted \( R, S, \ldots \). As usual, \( \Delta^* \) denotes the set of all finite words over \( \Delta \). Words will be denoted by
A database \(\mathcal{D}\) over \(\Delta\) is a subset of \(N \times \Delta \times N\), where \(N\) is a finite set of objects, that we usually call nodes. We view a database as a directed labeled graph, and interpret a triple \((a, R, b)\) as a directed edge from \(a\) to object \(b\), labeled with \(R\). If there is a path labeled \(R_1, R_2, \ldots, R_k\) from a node \(a\) to a node \(b\) we write \(a \xrightarrow{R_1, R_2, \ldots, R_k} b\).

A (user) query \(Q\) is a regular language over \(\Delta\). For the ease of notation, we will blur the distinction between regular languages and regular expressions that represent them. Let \(Q\) be a query and \(\mathcal{D}\) a database. Then, the answer to \(Q\) on \(\mathcal{D}\) is defined as

\[
\text{ans}(Q, \mathcal{D}) = \{(a, b) : a \xrightarrow{w} b \text{ in } \mathcal{D} \text{ for some } w \in Q\}.
\]

Let \(V_1, \ldots, V_n\) be languages (queries) on alphabet \(\Delta\). We will call them views and associate with each \(V_i\) a view name \(v_i\).

We call the set \(\Omega = \{v_1, \ldots, v_n\}\) the outer alphabet, or view alphabet. For each \(v_i \in \Omega\), we set \(h(v_i) = V_i\). The substitution \(h\) associates with each view name \(v_i\) in the \(\Omega\) alphabet the language \(V_i\). The substitution \(h\) is applied to words, languages, and regular expressions in the usual way (see e.g. [15]).

A view graph is a database \(V\) over \(\Omega\). In other words, a view graph is a database where the edges are labeled with symbols from \(\Omega\). View graphs can also be queried by regular path queries over \(\Omega\). However, as explained below these are not queries given by the user, but rather rewritings computed by the system.

In a LAV (“local-as-view”) information integration system [18], we have the “global schema” \(\Delta\), the “source schema” \(\Omega\), and the “assertion” \(h : \Omega \rightarrow 2^{\Delta^*}\). The only extensional data available is a view graph \(V\) over \(\Omega\) (see also [20, 26, 7, 5]).

The user queries are expressed on the global schema \(\Delta\), and the system has to answer based solely on the information provided by the views. In order to do this, the system has to reason with respect to the set of possible databases over \(\Delta\) that \(V\) could represent. Under the exact view assumption, a view graph \(V\) defines a set \(\text{poss}(V)\) of databases as follows:

\[
\text{poss}(V) = \{\mathcal{D} : V = \bigcup_{i \in \{1, \ldots, n\}} \{(a, v_i, b) : (a, b) \in \text{ans}(V_i, \mathcal{D})\}\}.
\]

(Recall that \(V_i = h(v_i)\).) The above definition reflects the intuition that a database \(\mathcal{D}\) is possible with respect to a view graph \(V\) if the computation of the \(V_i\) views on \(\mathcal{D}\) gives precisely the set of objects \((a, b)\) which when connected by the appropriate \(v_i\) edges yield graph \(V\).

The meaning of querying a view graph through the global schema in a LAV information integrations system is defined as follows. Let \(Q\) be a query over \(\Delta\). Then

\[
\text{ANS}(Q, V) = \bigcap_{\mathcal{D} \in \text{poss}(V)} \text{ans}(Q, \mathcal{D}).
\]

This is also called the certain answer of \(Q\) with respect to the given views (cf. [18]).

Henceforth, we will consider only view graphs which are valid, that is, the view graphs for which the set of possible databases is not empty. Under the exact view assumption, not all view graphs are valid. As an example, consider a single view \(V = R^*\), and the view graph \(V = \{(a, v, b), (b, v, c)\}\). It is easy to see that \(\text{poss}(V) = \emptyset\). The reason is that \(V\) “misses” a \(v\)-edge from \(a\) to \(c\).

There are two approaches for computing \(\text{ANS}(Q, V)\). The first one is to use an exponential procedure in the size of the data in order to completely compute \(\text{ANS}(Q, V)\) (see [4]). There is little that one can better hope for, since in the same paper it has been proven that to decide whether a tuple belongs to \(\text{ANS}(Q, V)\) is co-NP complete with respect to the size of data.

\(^3\) Regarding corresponding LAV scenarios for relational data.
The second approach is to first compute a view-based rewriting \( Q' \) for \( Q \), as in [3]. For example, if \( Q = (R + S)^*(T + U) \) and \( V_1 = (R + S)^* \), \( V_2 = T \), then the computed rewriting is \( Q' = \nu_1^* \nu_2 \).

Such rewritings are regular path queries on \( \Omega \). We can approximate \( \text{ans}(Q, \mathcal{V}) \) by \( \text{ans}(Q', \mathcal{V}) \), which can be computed in polynomial time with respect to the size of data. In general, for a view-based rewriting \( Q' \) computed by the algorithm of [3], we have that

\[
\text{ans}(Q', \mathcal{V}) \subseteq \text{ans}(Q, \mathcal{V}),
\]

with equality when the rewriting is exact ([4]). In the rest of the paper, we will assume that the data-integration system follows the second approach.

### 3 Query Equivalence and Boundedness

Consider two queries (rewritings), \( Q_1 \) and \( Q_2 \) over an alphabet \( \Sigma = \{\Delta, \Omega\} \). We say that a query \( Q_1 \) is \( \Sigma \)-contained in a query \( Q_2 \) denoted \( Q_1 \subseteq_{\Sigma} Q_2 \) iff the answer to \( Q_1 \) is contained to the answer to \( Q_2 \), on all databases over \( \Sigma \). We say that \( Q_1 \) is \( \Sigma \)-equivalent to \( Q_2 \) and write \( Q_1 \equiv_{\Sigma} Q_2 \), when \( Q_1 \subseteq_{\Sigma} Q_2 \) and \( Q_2 \subseteq_{\Sigma} Q_1 \). It is easy to see that the above query containment coincides with the (regular) language containment of \( Q_1 \) and \( Q_2 \), and that the query equivalence coincides with the language equality, i.e. \( Q_1 \subseteq_{\Sigma} Q_2 \) iff \( Q_1 \subseteq Q_2 \) and \( Q_1 \equiv_{\Sigma} Q_2 \) iff \( Q_1 = Q_2 \).

Let \( Q_1 \) and \( Q_2 \) be queries over \( \Omega \). We say that \( Q_1 \in \Omega/\Delta \)-contained in \( Q_2 \), denoted \( Q_1 \subseteq_{\Omega/\Delta} Q_2 \), iff \( h(Q_1) \subseteq_{\Delta} h(Q_2) \). Likewise, \( Q_1 \in \Omega/\Delta \)-equivalent to \( Q_2 \) denoted \( Q_1 \equiv_{\Omega/\Delta} Q_2 \), when \( Q_1 \subseteq_{\Omega/\Delta} Q_2 \) and \( Q_2 \subseteq_{\Omega/\Delta} Q_1 \). It is easy to see that \( \Omega \)-containment \( Q_1 \subseteq_{\Omega} Q_2 \) implies \( \Omega/\Delta \)-containment \( Q_1 \subseteq_{\Omega/\Delta} Q_2 \) but vice-versa. As an example, if \( Q_1 = v \), \( Q_2 = v^* \) (where \( v \in \Omega \)), and \( h(v) = R^* \), then \( Q_1 \in \Omega/\Delta \)-equivalent with \( Q_2 \), although they are not \( \Omega \)-equivalent.

We now have the following theorem.

**Theorem 1.** Let \( Q_1 \) and \( Q_2 \) be queries over \( \Omega \). Under the exact view assumption, \( Q_1 \subseteq_{\Omega/\Delta} Q_2 \) iff for each valid view graph \( \mathcal{V} \) over \( \Omega \), \( \text{ans}(Q_1, \mathcal{V}) \subseteq \text{ans}(Q_2, \mathcal{V}) \).

**Proof.** “If.” Assume that \( Q_1 \subseteq_{\Omega/\Delta} Q_2 \). Then, there exists a word \( w = R_1 \ldots R_m \) such that \( w \in h(Q_1) \), but \( w \notin h(Q_2) \). Let \( a, b, c_1, \ldots, c_{m-1} \) be objects from the universe of objects. We construct the database \( \mathcal{D} = \{(a, R_1, c_1), \ldots, (c_{m-1}, R_m, b)\} \). From \( \mathcal{D} \) we construct a view graph \( \mathcal{V} \), by computing \( \text{ans}(V_i, \mathcal{D}) \), for all \( i \in [1, n] \).

The view graph \( \mathcal{V} \) is not empty since it is computed on the database \( \mathcal{D} \), which has a path that spells \( w \), which in turn is in \( h(Q_1) \subseteq h(\Omega^*) \). So, there exist a word on \( \Omega \), whose “\( \Delta \)-expansion” (applying \( h \) on it) contains \( w \). Clearly, this \( \Delta \)-word has to be spelled by some path in \( \mathcal{V} \). Furthermore, \( \mathcal{V} \) is valid since \( \mathcal{D} \in \text{pos}(\mathcal{V}) \).

It is easy to verify that \( (a, b) \in \text{ans}(Q_1, \mathcal{V}) \) but \( (a, b) \notin \text{ans}(Q_2, \mathcal{V}) \) (which is a contradiction). To see this, let us assume that \( (a, b) \in \text{ans}(Q_2, \mathcal{V}) \), i.e. there exists a word \( v_1 \ldots v_{k} \in Q_2 \), which is spelled by a path connecting \( a \) with \( b \) in \( \mathcal{V} \). By the construction of \( \mathcal{V} \), this means that \( w = R_1 \ldots R_m \in h(v_1 \ldots v_k) \), and since \( h(v_1 \ldots v_k) \subseteq h(Q_2) \), we get that \( w \in h(Q_2) \), which is a contradiction.

“Only if.” Assume that there exists a valid view graph \( \mathcal{V} \) for which \( \text{ans}(Q_1, \mathcal{V}) \nsubseteq \text{ans}(Q_2, \mathcal{V}) \). Then, there exists a tuple \( (a, b) \in \text{ans}(Q_1, \mathcal{V}) \) and \( (a, b) \notin \text{ans}(Q_2, \mathcal{V}) \). Since \( (a, b) \in \text{ans}(Q_1, \mathcal{V}) \), there is a path from \( a \) to \( b \) in \( \mathcal{V} \) spelling a word (of \( Q_1 \)), say \( v_1 \ldots v_k \) (on \( \Omega \)). Now, let \( \mathcal{D} \) be an arbitrary database in \( \text{pos}(\mathcal{V}) \). Since \( \mathcal{D} \) is a possible database with respect to \( \mathcal{V} \), the objects \( a \) and \( b \) will be in \( \mathcal{D} \), and furthermore there will be a \( \Delta \)-path from \( a \) to \( b \) spelling a word, say \( w_1 \ldots w_k \), where \( w_i \in h(v_i) \), \( \ldots \), \( w_k \in h(v_k) \). From the fact that \( Q_1 \equiv_{\Omega/\Delta} Q_2 \), we have \( \{v_1 \ldots v_k\} \subseteq_{\Omega/\Delta} Q_2 \), which implies that the word \( w_1 \ldots w_k \in h(Q_2) \). Thus, there exists a word \( v_{j_1} \ldots v_{j_m} \in Q_2 \), such that \( w_i \ldots w_k \in h(v_{j_1} \ldots v_{j_m}) \). This means that we can find a word \( v_{j_1} \ldots v_{j_m} \), where \( w_{j_1} \in h(v_{j_1}), \ldots, w_{j_m} \in h(v_{j_m}) \), and such that \( w_{j_1} \ldots w_{j_m} = w_1 \ldots w_k \). This amounts to saying that, the path spelling \( w_1 \ldots w_k \) in \( \mathcal{D} \), can be seen to spell \( w_{j_1} \ldots w_{j_m} \) as well, i.e. there exist objects \( c_1, \ldots, c_{m-1} \)
in $\mathcal{D}$, and the (on focus) path can written as $aw_j, c_1 \ldots c_{m-1}w_{jm}b$. Clearly, $(a, c_1) \in \text{ans}(h(v_{j1}), \mathcal{D})$, \ldots, $(c_{m-1}, b) \in \text{ans}(h(v_{jm}), \mathcal{D})$.

Finally, because of the exactness assumption for the views, we have that $(a, v_{j1}, c_1) \in \mathcal{V}$, \ldots, $(c_{m-1}, v_{jm}, b) \in \mathcal{V}$, which implies in turn that $(a, b) \in \text{ans}\{v_{j1}, \ldots v_{jm}\}, \mathcal{V}$, i.e. $(a, b) \in \text{ans}(Q_2, \mathcal{V})$, which is a contradiction. □

**Corollary 1.** Let $Q_1$ and $Q_2$ be queries over $\Omega$. Under the exact view assumption, $Q_1 \equiv_{\Omega/\Delta} Q_2$ iff for each valid view graph $\mathcal{V}$ over $\Omega$, $\text{ans}(Q_1, \mathcal{V}) = \text{ans}(Q_2, \mathcal{V})$.

The importance of the above corollary and theorem is that it allows us to minimize as much as possible a query on $\Omega$ (i.e. a view-based rewriting) without losing query-power as long as we preserve $\Omega/\Delta$-equivalence, which is algebraically weaker than $\Omega$-equivalence.

The above does not hold when we drop the exactness assumption for the views and consider them sound only.\(^4\) As an example, consider a view $\mathcal{V}$, which is $\Delta$-equivalent with $V^*$, and a view graph $\mathcal{V} = \{(a, v, b), (b, v, c)\}$. For this $\mathcal{V}$, we have that $\text{ans}(v^*, \mathcal{V}) \neq \text{ans}(v, \mathcal{V})$. Clearly, the answer of $\mathcal{V}$ will be equal to the answer of $V^*$ on each database on $\Delta$, but because the view is assumed to be sound we cannot enforce $\mathcal{V}$ to have an additional $v$-edge from $a$ to $c$.

Now, let us denote with $Q^{(k)}$ the set of all words in $Q$, which have length of not more than $k$. Obviously, $Q^{(0)} \subseteq Q^{(1)} \subseteq \ldots \subseteq Q^{(k)} \subseteq \ldots \subseteq Q$.

In the following, we formally define two boundedness problems.

**Problem 1.** $k$-Boundedness

**Instance.** A query $Q$ on $\Omega$, a set of views $\mathcal{V} = \{V_1, \ldots, V_n\}$ on $\Delta$, and a $k \in \mathbb{N}$.

**Answer.** “Yes” if and only if $Q^{(k)} \equiv_{\Omega/\Delta} Q$.

If the answer to this problem is “Yes,” we say that the query $Q$ is $k$-bounded.

**Problem 2.** Finite Boundedness

**Instance.** A query $Q$ on $\Omega$, and a set of views $\mathcal{V} = \{V_1, \ldots, V_n\}$ on $\Delta$.

**Answer.** “Yes” if and only if there exists $k \in \mathbb{N}$ such that $Q$ is $k$-bounded.

If the answer to this problem is “Yes,” we say that the query $Q$ is finitely bounded.

### 4 $k$-Boundedness

As a first observation, the problem of $k$-boundedness is decidable. For this,

1. Construct an automaton (NFA) for $Q$.
2. Construct an automaton for $\Omega^k$. This automaton will have $k + 1$ states, $\{s_0, s_1, \ldots, s_k\}$ (all of them final and $s_0$ initial) and transitions $(s_i, v, s_{i+1})$, for each $v \in \Omega$, and $0 \leq i \leq k - 1$.
3. Compute the intersection $I = Q \cap \Omega^k$ by constructing the Cartesian product of the above two automata.
4. Check $I \equiv_{\Omega/\Delta} Q$ by checking the regular language equivalence $h(I) \equiv_{\Delta} h(Q)$.

Language $\Omega^k$ is the set of all words (on $\Omega$) of length not more than $k$. Constructing an automaton for $\Omega^k$ is pseudo-polynomial in $k$ (if a binary representation for $k$ is assumed).\(^5\) Intersecting $Q$ with $\Omega^k$ extracts all the words of $Q$ having a length not more than $k$. This gives $Q^{(k)}$, i.e. $I = Q^{(k)}$.

Step 4 is a regular language equivalence check which can be done in PSPACE.

We turn now on the lower bound for deciding the $k$-boundedness.

\(^4\) Under the sound view assumption, we have

$$\text{pos} (\mathcal{V}) = \{ \mathcal{D} : \mathcal{V} \subseteq \bigcup_{i \in \{1, \ldots, n\}} \{(a, v_i, b) : (a, b) \in \text{ans}(V_i, \mathcal{D})\} \}.$$  

\(^5\) Constructing $\Omega^k$ can be done in $O(k)$ time, but since $k$ is assumed to be represented in binary (having a $\log_2 k$ size), this construction takes in fact a time which is exponential in the representation size of $k$.  

Proof. We will reduce the NFA universality problem to the \( k \)-boundedness problem. The universality problem says: given an NFA \( \mathcal{A} \), is \( \Delta^* \subseteq L(\mathcal{A}) \)? The universality problem is PSPACE-complete [16]. Without loss of generality, we can restrict the problem to the class of NFA’s which accept the empty word \( \epsilon \). Without loss of generality, we can restrict the problem to the class of NFA’s which accept the empty word \( \epsilon \).

Let \( \mathcal{A} \) be an arbitrary NFA on \( \Delta \). We consider a single view \( V = L(\mathcal{A}) \), and the corresponding view alphabet \( \Omega = \{ v \} \). We show that \( \Delta^* \subseteq L(\mathcal{A}) \) iff \( v^* \) is 1-bounded.

The only if direction is obvious. For the if direction, suppose \( v \equiv_{\Omega/\Delta} v^* \). From this, we have that \( V = V \cdot V \). Now, using also the fact that \( \Delta \subseteq V \), we have that

\[
V \cdot \Delta \subseteq V \cdot V = V, \quad V \cdot \Delta^2 \subseteq V \cdot \Delta = V, \quad \ldots, \quad V \cdot \Delta^n \subseteq V \cdot \Delta = V, \quad \ldots
\]

from which we can conclude that \( V \cdot \Delta^* \subseteq V \). Since we assumed that \( \epsilon \in L(\mathcal{A}) = V \), we get \( \{ \epsilon \} \cdot \Delta^* \subseteq V \), which is \( \Delta^* \subseteq V \), thereby proving our claim.

If parameter \( k \) is fixed, then from all the above, we have

Corollary 1 The problem of \( k \)-boundedness is PSPACE-complete.

5 Finite Boundedness

5.1 Upper bound

In this section, we will polynomially reduce the finite boundedness problem to the problem of limit-
edness in distance automata. As a consequence, we obtain an exponential time upper bound for the finite boundedness problem.

A distance automaton \( \mathcal{A} \) consists of a finite set of states \( P \), an alphabet \( \Delta \), a starting state \( s \), a set of final states \( F \), and a transition relation \( \tau \subseteq P \times \Delta \times \{0,1\} \times P \). (Observe that a distance automaton is \( \epsilon \)-free.) Intuitively, a distance automaton is an automaton with transitions weighted by 1 or 0.

Let \( p \) and \( q \) be two states of a distance automaton \( \mathcal{A} \) (as above), and let \( \pi \) be a path between them, spelling a word \( w \). Note that there can be more than one path from \( p \) to \( q \) spelling \( w \). Let

\[
d_{\mathcal{A}}(p, w, q) = \inf\{\text{weight}(\pi) : \pi \text{ is a path spelling } w, \text{ from } p \text{ to } q \text{ in } \mathcal{A}\},
\]

where the weight of a path is the sum of the weights of the edges along it.

Also, for a state \( p \) and a subset of states \( M \subseteq P \), we define

\[
d_{\mathcal{A}}(p, w, M) = \inf\{d_{\mathcal{A}}(p, w, q) : q \in M\}.
\]

Let \( \mathcal{A} \) be the (classical) automaton obtained from \( \mathcal{A} \) by removing the transition weights. We define \( L(\mathcal{A}) \) to be \( L(\mathcal{A}) \). Now, the distance of \( \mathcal{A} \) is defined as

\[
d(\mathcal{A}) = \sup\{d_{\mathcal{A}}(s, w, F) : w \in L(\mathcal{A})\}.
\]

We say that a distance automaton \( \mathcal{A} \) is limited if \( d(\mathcal{A}) < \infty \).

Our reduction. Given a query \( Q \), and a set of view definitions \( \mathbf{V} = \{ V_1, V_2, \ldots, V_n \} \), we shall construct a distance automaton \( \mathcal{A}_{Q, \mathbf{V}} \), such that \( Q \) is finitely bounded w.r.t. \( \mathbf{V} \) if and only if \( \mathcal{A}_{Q, \mathbf{V}} \) is limited in distance.

First, we construct in polynomial time an \( \epsilon \)-free automaton (NFA) \( \mathcal{A}_Q \) for \( Q \). Let this automaton be \( \mathcal{A}_Q = (P, \Omega, \tau, s, F) \) consisting of a finite set of states \( P \), alphabet \( \Omega \), a starting state \( s \), a set of final states \( F \), and a transition relation \( \tau \subseteq P \times \Delta \times P \).
Also for each view \( V_i \), where \( 1 \leq i \leq n \), we construct a zero-weighted distance automaton \( \mathcal{A}_V \) which is obtained from an \( \epsilon \)-free automaton (NFA) for \( V_i \) by “weighting” the transitions with 0.

Now, from the query automaton \( A_Q \) and the view automata we construct a distance automaton \( \mathcal{A}_{Q,V} \) on alphabet \( \Delta \). Namely, using the states of \( A_Q \) to initialize, the construction of \( \mathcal{A}_{Q,V} \) proceeds as follows: For each transition \((p, v_i, q)\) in \( A_Q \):

1. create a copy of distance automaton \( \mathcal{A}_V \) which for simplicity is denoted with the same signature \((P_i, \Delta, \tau_i, s_i, F_i)\)
2. add the following set of transitions
   - \((p, R, 0, r) : (s_i, R, 0, r) \in \tau_i\)
   - \((r, R, 1, q) : (r, R, 0, t) \in \tau_i \text{ and } t \in F_i\)
   - \((p, R, 1, q) : (s_i, R, 0, r) \in \tau_i \text{ and } r \in F_i\).

Transitions in the first set are for “jumping” from state \( p \) to all the states of (copy) automaton \( \mathcal{A}_V \), that are reachable in one step from the initial state \( s_i \) of \( \mathcal{A}_V \). These transitions are weighted by 0. Once the “control” is transferred to \( \mathcal{A}_V \), the only way to “escape” from it and go to state \( q \) is by scanning a word in language \( V_i \). Scanning of such words (except their last symbol) is done at zero cost through the transitions of \( \mathcal{A}_V \). Their last symbol causes a “jump” to state \( q \) and it is marked by “paying” a prize of one unit. This is handled by the transitions of the second set. Finally, transitions of the third set are for handling the special case of single symbol words accepted by \( \mathcal{A}_V \).

Further, we set \( s \) as the initial state and \( F \) as the set of final states in \( \mathcal{A} \). From the above descriptions, it is clear that

**Proposition 1.** \( L(\mathcal{A}_{Q,V}) = h(Q) \).

We now show that

**Theorem 3.** \( Q \) is finitely bounded with respect to \( V \) if and only if \( \mathcal{A}_{Q,V} \) is limited.

**Proof.**

“If.” Since \( \mathcal{A}_{Q,V} \) is limited, there exists a \( k \in \mathbb{N} \) such that \( d(\mathcal{A}_{Q,V}) \leq k \). This means that for each word \( w \) in \( h(Q) = L(\mathcal{A}_{Q,V}) \) there exists a path \( \pi \) of transitions going from initial state \( s \) to some final state \( f \) and weighted by some integer \( j \leq k \). By the construction of \( \mathcal{A}_{Q,V} \), path \( \pi \) “pays” a unit cost each time that it spells some word in a view language. Thus, there exist a word \( v_i_1 \ldots v_i_j \in Q \), such that \( w \in h(v_i_1 \ldots v_i_j) \). Since the length of \( v_i_1 \ldots v_i_j \) is not more than \( k \), we have that \( v_i_1 \ldots v_i_j \in Q^{(k)} \). Hence, \( h(Q) \subseteq h(Q^{(k)}) \), which immediately implies that \( Q^{(k)} \equiv_{Q/\Delta} Q \), i.e. \( Q \) is \( k \)-bounded.

“Only if.” Since \( Q \) is finitely bounded, for each word \( w \) in \( h(Q) = L(\mathcal{A}_{Q,V}) \) there exists a word \( v_i_1 \ldots v_i_j \in Q \), where \( j \leq k \), such that \( w \in h(v_i_1 \ldots v_i_j) \). By the construction of \( \mathcal{A}_{Q,V} \) we have that \( d(\mathcal{A}_{Q,V})(s, w, F) \leq j \leq k \), where \( s \) is the initial state and \( F \) is the set of final states in \( \mathcal{A}_{Q,V} \). Since, \( w \) was an arbitrary word in \( h(Q) = L(\mathcal{A}_{Q,V}) \), we finally get \( d(\mathcal{A}_{Q,V}) \leq k \).

Hence, the finite boundedness is reducible to the limitedness of distance automata. Since such an automaton is constructible in polynomial time, we have that the reduction is polynomial as well.

The first solution to the limitedness of distance automata was obtained by Hashiguchi in [11]. By now, it is known that the problem is PSPACE-complete (see [19] and [17] for the lower and upper bound, respectively).

### 5.2 Lower bound

Regarding the lower complexity bound, it can be shown that the well-known problem of finite power property (FPP) for regular languages can be reduced to our (query) finite boundedness problem. FPP asks whether for a given regular language, say \( L \), there exists an \( m \in \mathbb{N} \), such that

\[
L^* = \{ \epsilon \} \cup L \cup L^2 \cup \ldots \cup L^m.
\]


Now, this can be reduced to the finite boundedness problem by considering a single view $V = L$, a corresponding alphabet $\Omega = \{v\}$, and a query $v^*$.

As shown by Weber in [28], the FPP problem is PSPACE-hard. From this, and the PSPACE-completeness of the limitedness problem, we conclude that our boundedness problem is PSPACE-complete.

5.3 Bibliographical Remark

Hashiguchi in [12] defined and solved the following representation problem.

Let $L$ and $L_1, \ldots, L_n$ be regular languages over some alphabet $\Delta$. Is $L$ expressible in terms of $L_1, \ldots, L_n$ by using only union and concatenation?

To solve this problem, he presented a reduction to the limitedness problem in distance automata. The reduction works by building a distance automaton $A$ which is exponential in the size of an automaton $A$ for $L$. Then, the above problem is answered affirmatively if and only if $L(A) = L$ and $B$ is limited in distance. Checking the limitedness of $B$ (by the most efficient algorithm) can be done in exponential time in the size of $B$, i.e. in doubly-exponential time in the size of $A$.

Now, our problem of finite boundedness can be reduced to this representation problem, by setting $L = h(Q)$ and $L_1 = V_1, \ldots, L_n = V_n$. However, this would give us a doubly-exponential algorithm for deciding the finite boundedness.

Finally, we note that a reverse reduction, from Hashiguchi’s problem to the finite boundedness problem, does not seem possible. Given $L$ and $L_1, \ldots, L_n$, there does not always exist a $Q$ such that $h(Q) = L$. Rather, one can only compute the biggest $Q$ such that $h(Q) \subseteq L$.

6 Conclusions

We have formally defined and solved two problems of boundedness for view-based query rewritings. These problems are related to the problem of minimizing view-based rewritings, which was first proposed by [3].

We believe that the problems we have solved are of significant importance for the optimization of queries in LA V data integration systems. This is because should we be able to express a view-based query rewriting without using recursion, then we could use the optimization machinery for non-recursive queries.
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