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Searching 







First hit has only one 

occurrence of “loue” 

(No) Ranking … 



This hit with three 

occurrences of “loue” 

appears 10th in the list. 

(No) Ranking … 



IR Ranking 

 Term frequency (TF) 

 

 Inverse document frequency (IDF) 

 

 TF-IDF weighting Scheme 

 



Term frequency (TF) 

 

 Normalized term frequency of ti in dj is 

 

 

 

 

 

 maximum is computed over the terms that appear in 

document dj 



Inverse document frequency (IDF) 

 Inverse document frequency of term ti is 

 
 



TF×IDF weighting scheme 

 TF×IDF weighting scheme assigns to term ti a 
weight in document dj given by 

 

tf-idfij = tfij × idfi  

 

 Then each document is represented as a 
vector of tf-idf values. 

 A query, e.g. loue, woman, is also 
represented as vector. 

 Document-query similarities are computed 
using cosine similarity. 







Preferences 

loue &woman 

 

Semantics: 

 Rank documents w.r.t. “loue” first.  

 Among documents ranked equally w.r.t. 
“loue” those with more occurrences of 
“woman” should be ranked higher. 

 Don’t ignore documents with “loue” 
occurrences, but without “woman” 
occurrences.  



Google 

 Suppose a user wants to retrieve documents about 

“image-information-retrieval” and among those, he 

would be interested in documents mentioning 

“google-search” and “google-ranking”. 

 

 What would happen if the user gives the following 

query: 

 

image-information-retrieval, google-search, google-

ranking 







Google 

music-information-retrieval:100, google-search, google-

ranking 

 

 “100 times more important” seems quite convincing 

in colloquial talking!  

 

 However, what if, according to Google, documents 

about google-search were 1000 times more 

important than documents about music-information-

retrieval? 



Infinitesimals 

  is said to be infinitely small or infinitesimal iff 
  -a <  < a for every aR+. 

 Ref. Jerome Keisler. Infinitesimal Calculus. 

 For a, b, r, s  R+, we have  

 ar < bs iff r > s 

 ar < br iff a < b. 

 Examples 

 10 2 <  

 1,000,000 2 <  

 5 + 72 + 33 < 6 + 1002 

 



Google 

music-information-retrieval, google-search:, google-

ranking:2. 

 

Or say… 

 

music-information-retrieval, google-search:2, google-

ranking:. 



Document structure 

paper → preamble body 

preamble → title author+ abstract keywords 

body → introduction section* related-work? References 

 

 



Document structure with weights 

paper → (preamble:3) (body:1) 

preamble → (title:2) (author:1)+ (abstract:1) 

(keywords:10) 

body → (introduction:2) (section:1)* (related-work:)? 

(references:2) 



Normalizing weights 

 Since an annotated element can be nested 

inside other elements, which can be annotated 

as well, the question is: How to compute the 

actual weight of an element in a DTD? 

 

 Multiply weights along ancestor path? 

 

 What we want is “an element to never be more 

important than its parent.” 



Normalizing weights 

paper → (preamble : 1) (body : 1/3) 

preamble → (title : 1/5) (author : 1/10)+ (abstract : 1/10) 

(keywords : 1) 

body → (introduction : 1) (section : 1/2)*    

  (related-work : /2)? (references : 2/2) 



TF revisited 

 Suppose that term ti occurs fijk times in 

element ek of document dj 



TF revisited – Example 

 Suppose that ti occurs 

 once in the keywords element, 

 twice in the abstract element, 

 three times in the section elements, 

 four times in the related-work element, and 

 twice in the references element  

 of document dj.  

 

 Then, the numerator of the tfij fraction will be 

1·1·1 + 1·(1/10)·2 + (1/3)·(1/2)·3 + (1/3)·(/2)·4 + 
(1/3)·(2/2)·2 =  

   1.7 + (2/3)· + (1/3)·2. 



IDF revisited 

 For an element-weight pair (eh,wh), let  

 nh be the total number of such elements in the 

XML documents in collection.  

 

 Suppose that a term ti occurs in nhi of them.  

 

 Then, we define the IDF of ti wrt these 

elements as 



IDF revisited 

 Next, we define the IDF score of a term ti with 

respect to the whole document collection as 



TF×IDF weighting scheme 

 TF×IDF weighting scheme assigns to term ti a 
weight in document dj given by 

 

tf-idfij = tfij × idfi  

 

 Then each document is represented as a 
vector of tf-idf values. 

 A query, is also represented as vector. 

 The values are exactly those hyperreal 
numbers specified by the user multiplied by 
the IDF scores of the terms. 



Documents and queries 

 We rank the documents by computing their 

similarly score with respect to a query q. 



Experiments 

 Corpus I: On-line Internet Shakespeare Edition of the 

English Department, University of Victoria 

 33,000 speeches.  

 Corpus II: An INEX (INitiative for the Evaluation of 

XML retrieval) corpus.  

 Numerous XML documents of moderate size.  

 Topics of documents vary from climate change to 

space exploration.  

 We preferentially annotated the DTD of this collection. 

 Representative queries given in the full version: 

 http://www.cs.uvic.ca/~thomo/publications/aiai09.pdf 

 



Example 

Q: Norway climate: information: 2, 

 

Our System: 

<title>Climate in Norway< /title> 

<description>Find information about the climate in 
Norway in summer.< /description> 

<narrative>I would like to travel to Norway in July, but I 
have no idea about the weather. I don’t know which 
clothes to put in my bag. To be relevant, a paragraph 
or a document should let me know the mean average 
temperature in this season and the precipitation level, 
or just give me an information like continental climate 
or polar climate... 

< /narrative> 



Example 

Q: Norway climate: information: 2, 

 

Classical System: 

<title>Ontology< /title> 

<description>Find information about ontology.</description> 

<narrative>An ontology is typically a hierarchical data structure 
containing all the relevant entities and their relationships and 
rules within that domain (e.g., a domain ontology ). …For it 
plays a very important role in information extraction, entity 
recognition etc., I would like to learn more information about 
the introduction of it and how it works. Besides, I expect to 
find relevant  information as elements in larger documents … 

< /narrative> 



Thank you! 
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