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Abstract—In recent years, concerns of privacy have become more prominent for social networks. Anonymizing a graph meaningfully is a challenging problem, as the original graph properties must be preserved as well as possible. We introduce a generalization of the degree anonymization problem posed by Liu and Terzi. In this problem, our goal is to anonymize a given subset of nodes while adding the fewest possible number of edges. The main contribution of this paper is an efficient algorithm for this problem by exploring its connection with the degree-constrained subgraph problem. Our experimental results show that our algorithm performs very well on many instances of social network data.
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I. INTRODUCTION

This paper investigates the k-subset-anonymization problem. One is given a social network graph and a prespecified subset of members in the social network. The task is to ensure that within this subset, everyone is indistinguishable from at least k − 1 others. In this way, the data can be published freely because an adversary would be unable to identify any member with certainty better than 1/k.

What it means to be indistinguishable depends on the knowledge of the adversary and the context for the data. Several assumptions have been introduced in literature (see Section I-A for a review); a natural assumption is that for certain vertices their degree might be known. For example, a bipartite social network can be constructed from movies and reviewers where a link corresponds to a reviewer having reviewed a movie. However, it is extremely plausible that an adversary knows how many movies his target has reviewed. This is a case of subset anonymity, as there is no need to offer privacy to the movies.

We present the first algorithm for this more general formulation of k-anonymity. The algorithm is based on a novel reduction in the graph’s complement to the degree-constrained subgraph problem, introduced by Gabow [1]. By focusing on subset anonymity, we greatly increase the chance of successfully anonymizing an input graph over the state-of-the-art technique for full graph anonymization of Liu and Terzi [2].

A. Related Work

The general idea of k-anonymity was introduced by [3]: records in tables could be made anonymous by suppressing data values until every record becomes identical to at least k − 1 others with respect to the quasi-identifiers.1 The problem of achieving k-anonymity was shown to be NP-Hard for k ≥ 3 [4].2

k-Anonymity was recently adapted for social network graphs. [5] demonstrated that vertices of a graph can be uniquely identified by an adversary who possesses very reasonable background knowledge about the graph’s structure, such as the degree of his target vertex. [2] introduced k-degree-anonymity as a means to protect against this sort of attack. They, and later [6] and [7], gave algorithms to k-degree-anonymize graphs. Subsequent to [2], numerous other notions of k-anonymity for graphs have been proposed [8]–[14], each assuming that the attacker has more sophisticated background knowledge about the structure of the graph, and then strengthening the privacy requirement for publishing.

[15] introduced the concept of subset anonymization, namely that one needs not anonymize the entire network. This is because different users have varied levels of privacy concern. Also, some vertices may not require privacy at all, such as the movies in our movie reviewer example. This concept was formalized for labeled graphs by [16], who also showed that achieving labeled subset anonymity is typically NP-Hard. However, for k-degree-subset-anonymity, the subject of this paper, the computational complexity is open.

Our work here differs from the above described k-anonymity papers in that we focus on subset anonymity. Other works that were designed specifically for anonymizing entire graphs do not directly apply to subset anonymization because they do not consider that certain edges have higher levels of desirability than others (Lemma 3.1). Furthermore, while [15] consider varied levels of concern for privacy and [16] formalize k-subset-anonymity, we are the first to tackle the algorithmic question of how to produce a good k-subset-anonymous graph.

Also important to this paper is the classic graph theory by [1], which offers a reduction from the degree-constrained subgraph problem to maximum matching; this can be solved with an established algorithm such as Edmonds’ matching

---

1Quasi-identifiers are attributes such as postal code and birthdate which, when combined, can identify records uniquely.
2Subject to conditions on the size of the alphabet that were shown to be unnecessary in subsequent papers.
algorithm [17].

II. BACKGROUND

We begin by describing the notations and definitions relevant to the k-degree-subset-anonymity problem.

A. Notation and Definitions

We assume familiarity with graph theory concepts such as a graph \( G = (V, E) \), a degree \( d \) of a vertex \( v \in V \), and a subgraph of a graph. Assume all graphs are simple and undirected. A succinct (although not complete) representation of a graph (or subset of a graph) is its degree sequence, which is an ordered list of all its degrees:

**Definition 2.1 (degree sequence of a set of vertices):**
The degree sequence \( S_X = \langle d_1, \ldots, d_{|X|} \rangle \) of a set of vertices \( X \subseteq V \) is the sequence of degrees for each \( v \in X \). We assume that the indices of vertices are assigned in decreasing order of degree so that the degree sequence is also sorted in decreasing order.

The primary objective in this paper is to produce \( k \)-degree-subset-anonymous graphs. Whether a subset of vertices is \( k \)-degree-anonymous is ascertainable from its degree sequence:

**Definition 2.2 (k-anonymous degree sequence):** A degree sequence \( S_X \) is said to be \( k \)-anonymous if every \( d_i \) appearing in \( S_X \) appears at least \( k \) times.

A set of vertices is said to be \( k \)-degree-anonymous if its degree sequence is \( k \)-anonymous:

**Definition 2.3 (k-degree-anonymous set of vertices):** A set \( X \) of vertices is said to be \( k \)-degree-anonymous if the degree sequence \( S_X \) of \( X \) is \( k \)-anonymous.

It is also useful to have a measure of how far a degree sequence is from being \( k \)-anonymous:

**Definition 2.4 (unanonymity):** The unanonymity of a set of vertices is the minimum number of degrees that must be removed from the set’s degree sequence in order for it to become \( k \)-anonymous. If the unanonymity is zero, the set of vertices is \( k \)-degree-anonymous.

The first step in any \( k \)-degree-anonymity paper is to compute from the input graph’s degree sequence a new target sequence. This gives rise to the important concept of a vertex’s deficiency:

**Definition 2.5 (degree deficiency of a vertex):** Given two equal-length degree sequences, one termed the source \( (S_X = \langle d_1, \ldots, d_{|X|} \rangle) \) and the other termed the target \( (S'_X = \langle d'_1, \ldots, d'_{|X|} \rangle) \), the deficiency \( \delta_i \) of a vertex \( v_i \in X \) is the difference between its degrees in the target and source sequences, \( \delta_i = d'_i - d_i \).

B. Problem Definitions

We now introduce some known problems from graph theory that will be useful in Section III:

**Problem 1. Upper Degree-Constrained Subgraph (UDCS)**

Given an input graph \( G = (V, E) \) and an upper degree constraint \( 0 \leq c_i \leq d_i \) for each vertex \( v_i \), find a maximum subgraph of \( G \) such that for every vertex \( v_i \), the degree is at most \( c_i \).

**Problem 2. Degree-Constrained Subgraph (DCS)**

Given an input graph \( G = (V, E) \) and a degree constraint range \( l_i \leq d_i \), find a maximum subgraph of \( G \) such that for every vertex \( v_i \), the degree is between \( l_i \) and \( u_i \), inclusive.

We also introduce the goal problems in this paper, those of \( k \)-anonymity for graphs:

**Problem 3. k-degree-subset-anonymity (k-DSAP)**

Given an input graph \( G = (V, E) \) and an anonymizing subset \( X \subseteq V \), produce an output graph \( G' = (V, E' \cup E^\prime) \) such that \( X \) is \( k \)-degree-anonymous and \( |E'| \) is minimized. In Figure 1 we illustrate k-DSAP.

We also introduce a relaxed version of the problem which is the one that we directly solve. However, our algorithm rarely (in fact, throughout our experimental evaluation in Section IV, never) produces a solution with an unanonymity higher than zero, and therefore effectively solves Problem 3.

**Problem 4. near-k-DSAP**

Given an input graph \( G = (V, E) \) and an anonymizing subset \( X \subseteq V \), produce an output graph \( G' = (V, E \cup E^\prime) \) such that \( l \) the unanonymity of \( X \) is minimized and 2) subject to 1), \( |E'| \) is minimized.

In the context of social networks, our problem corresponds to finding a minimum number of nonexistent relationships that can be added as noise distortion in order to ensure that nearly everyone has a 100% guarantee of being unrecognizable by degree beyond a 1/\( k \) probability.
III. SOLVING k-DSAP WITH DCS

In this section we describe how to compute a \(k\)-degree-subset-anonymous graph \(G'\) from an input graph \(G\). The algorithm hinges on reducing part of the \(k\)-DSAP problem to DCS, a reduction we describe in Section III-A. We then summarize the entire algorithm in Section III-B.

A. Realizing Target Degree Sequences by Means of DCS

Our objective is to demonstrate that DCS is a means with which to solve a crucial phase of the \(k\)-degree-subset-anonymity problem. In particular, given\(^3\) the degree sequence of an optimal solution (the target degree sequence), we would have an immediate means by which to obtain the graph of the optimal solution. We begin by observing that certain edges are more valuable than others in terms of deriving an optimal solution. To arrive at the target degree sequence, the degree of every vertex must be increased by its deficiency. Edges that are strictly in \(X\) do double work in this regard, as shown in Lemma 3.1.

**Lemma 3.1 (Edges in X):** For any two arbitrary vertices \(x_1, x_2 \in X\) with deficiencies above zero and vertex \(v \not\in X\), the edge \((x_1, x_2)\) is doubly effective in comparison to either edge \((x_1, v)\) or \((x_2, v)\).

*Proof:* Every edge containing \(x_1\) as an endpoint reduces the deficiency of \(x_1\) by one. Likewise for \(x_2\). Since the edge \((x_1, x_2)\) contains both vertices as endpoints, it reduces the total deficiency in the graph by two at the cost of only one extra edge. On the other hand, both edges \((x_1, v)\) and \((x_2, v)\) only reduce the total deficiency by one. ■

Knowing that edges strictly in \(X\) are more desirable, we can conclude that solutions that have more of these are closer to optimal than solutions with less. For an output graph, denote the number of added edges strictly within \(X\) by \(E_{X,X}\) and the number of added edges passing from \(X\) to \(V\setminus X\) by \(E_{X,V}\).

**Corollary 3.2 (Large \(|E_{X,X}|\) is optimal):** For any two output graphs with the same degree sequence on \(X\) and the same induced subgraph on \(V\setminus X\), the one with more edges in \(X\) is closer to an optimal solution.

Corollary 3.2 is the reason that DCS is so useful to us. We wish to identify as many edges strictly in \(X\) as possible in order to do as much work towards satisfying vertex deficiencies with as few edges as possible. In Lemma 3.3, we show that by cleverly selecting the set of edges for DCS to be only those that we especially want, we can maximize \(E_{X,X}\).

**Lemma 3.3 (DCS identifies maximum \(|E_{X,X}|\)):** For a given graph \(G = (V, E)\), vertices \(X \subseteq V\), and ranges \([l_i, u_i]\) for each vertex \(v_i \in X\), the graph \(G'\) with maximum \(|E_{X,X}|\) (and with each vertex degrees increased only by a value within its given range) is identified by the solution to DCS on the complement of the induced subgraph of \(G\) on \(X\).

\(^3\)In Section III-B we describe how to obtain the target degree sequence

Proof: By searching for a DCS solution in the induced subgraph of \(G\) on \(X\), only edges strictly within \(X\) will be identified. Because the search is conducted on the complement, only edges that do not already exist in \(E\) will be identified. DCS maximizes the number of such edges. If there is a solution to the DCS, then the degree of every vertex is increased by a value within its given range. ■

By setting the set of edges for DCS to be only those highly desirable strictly-in-\(X\)-type edges and searching for a subgraph in the complement of \(G\) that is constrained to only find enough edges for each vertex to satisfy the deficiency, we can, indeed, find the optimal graph that corresponds to a target degree sequence.

**Theorem 1 (Optimality of DCS):** For a given graph \(G = (V, E)\), vertices \(X \subseteq V\), and target degree sequence \(S_T\), DCS identifies the optimal \(k\)-degree-subset anonymization of \(G\).

*Proof:* For each vertex \(v_i \in X\), let \(\text{reserve}\) be the number of vertices in \(V\setminus X\) to which \(v_i\) is not connected. Then, construct a range \([l_i, u_i]\) such that \(u_i\) is the deficiency of \(v_i\) with respect to \(S_T\) and \(l_i\) is the larger of zero and \(u_i\)−\(\text{reserve}\). Then, by Lemma 3.3, we can identify the maximum number of edges that we can add strictly within \(X\) without overflowing the deficiency of any vertex and ensuring that any vertex with outstanding deficiency can be connected to sufficiently many \(\text{reserve}\) vertices. By Corollary 3.2, this is an optimal solution for the target degree sequence. If no DCS solution exists, then no \(k\)-degree-subset anonymization exists on \(G\) that achieves the target degree sequence. ■

A last point to note is that in Theorem 1 we established lower bounds to DCS to ensure that eventually those deficiencies not satisfied with edges strictly in \(X\) could be satisfied by vertices in \(V\setminus X\). Although UDACS can work too, however, the risk is that it may produce some unanonymity.

B. The Complete Algorithm

In Section III-A we illustrated how, given a target degree sequence, we can produce the best solution graph using DCS. The main open question remaining is how to produce such a target degree sequence.

We follow the lead of [2], who offered an \(O(nk)\) dynamic programming algorithm to find the target degree sequence such that the sum of deficiencies is minimized over all vertices. That is to say, their dynamic programming algorithm, DP, finds the degree sequence which requires the fewest additional vertex endpoints in order to become \(k\)-degree-subset-anonymous.

Overall, the algorithm is described in Figure 2. We first find an optimal target degree sequence using the dynamic programming of [2]. We then identify the maximum number of strictly-in-\(X\)-type edges that can be added to the graph. Finally, we complete the anonymization by satisfying the outstanding deficiencies with edges from \(X\) to \(V\setminus X\). In
\textbf{k-DSAP\_WITH\_DCS}  
\textbf{input:} \text{Graph } G = (V, E), \quad X \subseteq V, \quad \text{integer } k  
1: \quad C \leftarrow \text{empty set of degree constraints}  
2: \quad \text{Compute degree sequence } S_X \text{ of } X  
3: \quad S'_X \leftarrow \text{optimal } k\text{-anonymization of } S_X \text{ with DP}  
4: \quad \text{foreach } v \in X  
5: \quad \text{outside } \leftarrow |\{ u \in (V \setminus X) : \{u, v\} \not\in E\}|  
6: \quad \text{required } \leftarrow \text{deficiency}(v) - \text{outside}  
7: \quad \text{Add } \lfloor \max(0, \text{required}), \text{deficiency}(v) \rfloor \text{ to } C  
8: \quad G' \leftarrow \text{complement of induced subgraph of } G \text{ on } X  
9: \quad \mathcal{H} \leftarrow \text{subgraph of } G' \text{ satisfying degree constraints } C  
10: \quad \text{foreach } e \in \mathcal{H}  
11: \quad E \leftarrow E \cup \{e\}  
12: \quad \text{foreach } c_i = [c_i, c_u] \in C \text{ with } c_u \text{ unsatisfied in } \mathcal{H}  
13: \quad \text{Add edges to } E \text{ of form } \{v_i, u\}, u \in V \setminus X \text{ to satisfy } c_u, \text{ whenever possible}  
14: \quad \text{return} \text{ modified } G  

Figure 2. Pseudocode description of the \textit{k-DSAP\_WITH\_DCS} algorithm that transforms an input graph $G$ into an output graph $G'$ such that a prespecified subset of vertices $X$ is $k$-degree-anonymous in $G'$ by means of a reduction to the DCS problem.

Section IV, we demonstrate the efficacy of our algorithm by running it on a variety of datasets.

\section*{IV. EXPERIMENTAL RESULTS}

In this section we conduct an extensive empirical analysis of our algorithm by running it on three real world datasets. The intention is to observe for social-network-like inputs the success rate and efficiency of our algorithm. That is, how successfully do we minimize the distortion necessitated by $k$-anonymizing a social network and thus preserve the network’s utility?

\subsection*{A. Experimental Setup}

We implemented our algorithm in C++ using the Boost 1.47 libraries.\footnote{http://www.boost.org} This included implementing the bipartite-substitute-based upper degree constraint satisfaction (UDCS) algorithm of [1], involving the implementation of Edmonds’ matching algorithm [17] provided by Boost.

We evaluated four dependent variables:  
1) the success rate (produces a $k$-anonymous graph);  
2) the time it takes to produce the output (execution time);  
3) the number of edge additions within $X$;  
4) the number of edge additions from $X$ to $V \setminus X$.

We measured the execution time of our algorithm with the \texttt{timer} class provided by Boost from the moment the input graph has been constructed until the moment our algorithm finishes reporting its solution.

The algorithm was run on the Wikipedia vote network, Enron email network and Epinion social network.\footnote{Network data obtained from http://snap.stanford.edu/data/index.html} The independent variables of study are:

1) the anonymity requirement,  
$k \in \{2, 3, 4, 5\}$; and  
2) the size of the anonymizing subset,  
$|X| \in \{.2|V|, .35|V|, .5|V|, .65|V|, .8|V|\}$.  

We built the source in Visual Studio 2008 and then ran the experiments in a terminal on a 64-bit dual-core Intel\textregistered T8100 2.10GHz machine running Windows 7 with 4GB of memory.

\subsection*{B. Real World Dataset Experiment Results}

The number of vertices of the graphs were 7,111 for the Wikipedia vote network, 36,692 for the Enron email network, and 75,879 for the Epinion social network. The number of edges of the graphs 103,689 for the Wikipedia vote network, 367,662 for the Enron email network, and 508,837 for the Epinion social network.

\textbf{Success Rate}. It was found that all experiments on all three of the real world graphs successfully anonymized a randomly chosen $X$.

\textbf{Plots of Results}. We report the running times for all experiments in Figure 3a. Each point in this plot corresponds to 10 trials (with the exception of the Epinions graph for $k = 5$ due to memory issues) and reports the average execution time. For all trials run, the longest any trial took was less than 700 seconds to anonymize the graph. Figure 3b shows the percentage of edges added, relative to the total number of edges in the graph, within $X$. Figure 3c shows the percentage of edges added, relative to the total number of edges in the graph, from $X$ to $V \setminus X$.

\subsection*{C. Discussion}

In general, the results of the experiments were very encouraging. Below we present our interpretation of the results on unanonymity and efficiency.

\textbf{Unanonymity}. Our first experiments were to evaluate the level of unanonymity left by using the UDCS version of the problem. As it turned out, across all trials on all datasets, the performance was perfect, even for the unusually high values (.8$|V|$) of $|X|$. This demonstrates that the UDCS version of the problem is an excellent alternative to DCS. As well, the percentage of edges added within $X$ never exceeds 0.45\% (Figure 3b) and the percentage of edges added from $X$ to $V \setminus X$ never exceeds 1.8\% (Figure 3c), thereby only altering a small percentage of $G$ in order to make it $k$-degree-anonymous.

\textbf{Execution Time}. Social network anonymization is a task that only needs to be run once before data release, so execution time is not of utmost importance so long as it is reasonable. The execution time begins to increase as $k$ increases. Still, it requires twelve minutes at worst and typically only a few minutes. In the context of anonymizing data once before publishing it, this is very acceptable.
Figure 3. For each real world graph, the size of $X$ is one of $\{0.2, 0.35, 0.5, 0.65, 0.8\}$ and the size of $k$ is one of $\{2, 3, 4, 5\}$.
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