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1. [20marks] For each of the following languages, indicate the most res#icti
of the classes belinto which it falls

(@)
(b)
(©)
(d)
(e)
(f)

Example:

finite

regular
contet-free
Turing-decidable
Turing-acceptable

Noneof the abeoe.

L ={a"b" : n>0} Thecorrect answer is (c) sindeis context-free, but is notgalar.

h{a”:n=0}

i) {w O {1} :wis the unary notation for the imfer 0¥, k > 0}

i) {w O{0,1} : w is the decimal notation for the iger D', i >0}

W e(@ODb

v){a"b"c": n=0}

vi) L = the complement of 8" b" c": n=0}

vii) {w O {a, b, ¢}" : w has at most one occurrencespb, and c}

viii) {u uR v : u, v O {0}"}

ix)uuRv:uv O0{0,1%

x){w O{0,1} :

w does not contail 01 0l as a sbstring }
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For each of the following languages, indicate the most resteictf the
classes belw into which it falls

(@) finite

(b) regular

(c) contet-free

(d) Turing-decidable (recunse)

(e) Turing-acceptable (recuvay enumerable)

()  Noneof the abwe.

__xi){w O{a,b} :]w|is ongruentto orll nod 3}
_ xi){w O{a,b} :|w|<23
_ Xxii){u : u="M"for some TMM and Ju| < 10Q 000}
___xiv)y{M"|"a" : TM M prints the symbo& when started on a blank tape }
xv) {"M" : M writes a nonblank symbol when started on a blank tape}
_ xvi){"M{"|"M," | "w" : bothM; and M, accept inputv }
xvii) {"M" : there is some string on whid¥ halts }
_ oxviil){"M"|"w" : TM M moves its head to the left on input }
_ xix){"M"|"w" : TM M does not halt on inpwt }

xx) {"M"|"a" : TM M has at least one transition on the syn#dpl
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2. LetL = {w O {0,1}" : w has an even number @s and the number of &'in w
is not divisible bys}.

(@) [5marks] Design a D& which accepts the language

(b) [5marks] Gve a egular context-free grammar which generdtes

(c) [5marks] Answer true or false and justify your answer: All context-free grammars
which generatd. are regular context-free grammars becaluss a regular lan-
guage.
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3. LetL = {w O {a, b} : ewery prefix of w has at least as marig as bBs}.

(@) [3marks] List all strings of length at most three which ark.in

(b) [7marks] Design a PBwhich accepts the language
Start state:
Final states:

Transition function:

State Symbol| Pop Net state | Push Comments
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4. Considethe following parse tree for a context-free grammar:

(@ [5marks] Which strings correspondugv, X, y andz of the pumping theorem ?

(b) [5 marks] Use the ideas from the pumping theorem to find an infinite language
which is contained in the language generated from the grammar for this question.
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5. LetL = {aPba%bad :p<qgsr}

(@ [10 marks] Use the pumping theorem for comtizee languages applied to the
stringw =a" b a" b a" to prove that the languagk is not context-free.

(b) [5 marks] Answer true or false and justify your answer. the proof for part (a),
you can seleav = a"ba"ba™! instead ofw = a"ba"ba".
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6. Arthur Dent, using space age technology not yetlable on earth desloped an
algorithm which determines if a TN, halts or not when started on a blank tape.
But then laterhe dscovered that the meaning to life, the ueise, and eerything
is 42.

(@ [5marks] Gven a TM M,, prove that Arthur can determine M, halts or not on
the input42 wing the program he alreadyveéped which determines if a T,
halts or not when started on a blank tape. If you createvaliMein your proof,
give its machine schema.

(b) [5 marks] Suppose there is a program which is faster than Asthutrit answers
the question of whether a TMI, halts on inpu#d2. Explain hav Arthur can use
this algorithm to determine if some TM; halts when started on a blank tapg.
you create a we TM in your proof, gve its machine schema.

(c) [5marks] W proved in dass that that the problem of determining if a TM M halts
when started on a blank tape is not decidable. Is it part (a) or part (b) which can be
used to pree that it is also undecidable to determine if a Mvhalts on inpué2?



(a)
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A path that containsvery vertex of a graph is aHamiltonian path A cycle
that contains\eery vertex of a graph is aHamiltonian cycle

HAMILTON PATH PROBLEM
INSTANCE: GraphG = (V, E).
QUESTION: Does: have a Hamiltonian path?

HAMILTON CYCLE PROBLEM
INSTANCE: GraphG = (V, E).
QUESTION: Doess have a Hamiltonian cycle?

[5 marks] Pree tat if there is polynomial time algorithm for HAMION
PATH then there is a polynomial time algorithm for HAMION CYCLE.
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(b) [3 marks] Analyze the time complexity of your approach from part (a)
assuming that the algorithm for HAMION PATH takes timeO(n®), where
nis the number of vertices of the graph and the number of edges.

(¢) [3marks] Assuming that both HAMIION PATH and HAMILTON CYCLE
have been preed to be in NP, which of these statementsveayou proved

with your answer to (a):
S1: If HAMILTON PATH is NP-complete then HAMILON CYCLE is NP-

complete.
S2: If HAMILTON CYCLE is NP-complete then HAMILON PATH is NP-

complete.

(d) [4marks] Pree that HAMILTON PATH is in NP.
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Use this page if you needtea space. Clearly indicate the question you are
answering.

The End.



