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CSC 225 Final Exam: Summer 1997
Instructor: W Myrvold

[12] Circle true or false for each question and justify your ansiermarks will be
given unless there is a correct justification.

An algorithm for sortingn numbers which i©(nlogn) in the worst case is\abys
faster than an algorithm which @(n?) in the worst case.
True False

Itis possible to sort an array mihumbers ifO(nlog n) time in the worst case using
only O(1) extra space.
True False

Let f, g, and h be functions from the natural numbers to the pasigal numbers.
Thenifg 0Q (f)andg O O(h), andf [ O(h) theng 0O (h).

True False

In order to find a minimum weight spanning tree, we migkehacompletely order
the edges of the graph by edge weightus under the comparison model, the time
complity of any algorithm for minimum spanning tree §(mlog m) in the worst
case, wheren is the number of edges.

True False

For this question, consider the recurrence defined by:
T(n) =5+ T(n/2),T(8) = 6.
Assume thah = 2* for some integek. Show all your work for full marks.
(&) [5] Solwe this recurrence by repeated substitution to geiha
(b) [2] Give a d¢osed formula for your sum from (a).

(c) [3]Prove by induction that your closed formula from (b) is a correct solution to
the recurrence.

[12] Your job is to analyse various data structures for implementing a set. The sets
under consideration can contain upnt@lements represented by the integers from
zero up ton — 1. Considethe following data structures for a st

(&) Theelements of s&b are stored in a sorted array.

(b) The elements of se6 are stored in an unsorted linked list (no duplicates
allowed).

(c) Theelements ofS are indicated by aharacteristic vector which is an array of
sizen which has positiom set to 1 if elementis in the set and O if it is not in
the set.
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Let Sbe a set which has sisand letT be a set of size Give theworst case time com-
plexities of the best algorithms for the follong set operations as functionsrofs, andt.

Operation (aported array| (b) Unsorted list  (c) Characteristic
vector

Is xin S?

Add xto S

(do not count time to
check ifxin S)
Print elements i1
in sorted order
Create union of
SandT

Questions 4-5 refer to the set operations as described for question #3. After you complete
these questions, you may want to reconsider the answersyetogquestion 3.

4. Supposethe s elements of seS are stored in an unsorted array and you are
restricted to an algorithm which is valid under the comparison model.
(@) [10] Give the pseudo code for an algorithm forveiging the set elements in
sorted order which has optimal worst case time complexity.
(b) [5] Analyze the warst case time complexity of your algorithm from (a) using
Big Oh notation.

(c) [10]Argue that your algorithm from part (a) is optimal in the worst case for the
comparison modelYou may assume that lgfn!) O (nlogn).

5. Supposehe s elements of se6 are stored in an unsorted array and you are no

longer restricted to the comparison model.

(@) [5] Give pseudo code for an optimal algorithm forvisesing the elements &
in sorted order iEis in ©(n).

(b) [3] Analyze the wrst case time complexity of your algorithm from part (a)
using Big Oh notation.

(c) [2] Argue that your algorithm from part (a) is optimal.

(d) [5] For which values ofs (expressed as a function aj is the approach you
describe for Question #4 asymptoticalpster than the one you describe for
Question #5?
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6. [15] Shov the values of the data structurse, min_ wt, and closest (as
described in class) after each phase of the Dijkstra/Prim minimum spanning
tree algorithm.The phase equals the number of vertices in the treeaso The
columns are numbered by the phase and the by the ertex numbers. Mark
the edges in the MST.

(4)

start

Closest: 01 2 3 4 5 6

G lWIN|FL|O
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7. [12] Draw pictures to she the state of the weighted union {(MNION), col-
lapsing find (C-FIND) data structure after each of the four breakpoints in the
following program. Use the number of nodes in each component as the weight.

Break ties for W-UNION by choosing the element with the smallest |abel
to bethe new root.
Note: W-UNION calls C-FIND.

W-UNION(1,2)
W-UNION(3,4)
W-UNION(5,1)
W-UNION(6,4)
W-UNION(2,3)

BREAKPOINT (a)
W-UNION(7,8)
W-UNION(9,10)
W-UNION(11,7)
W-UNION(12,10)
W-UNION(8,9)
W-UNION(10,4)
BREAKPOINT (b)
C-FIND(12)
BREAKPOINT (c)
W-UNION(6,13)

BREAKPOINT (d)



