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1. [20marks] For each of the following languages, indicate the most restrictive
of the classes below into which it falls

(a) finite

(b) regular

(c) context-free

(d) Turing-decidable

(e) Turing-acceptable

(f) Noneof the above.

Example:

L = { an bn : n ≥ 0 } The correct answer is (c) sinceL is context-free, but is not reg-
ular.

In this question, we will use′′M ′′ to denote the encoding of a Turing MachineM and
′′w′′ to denote the encoding of the stringw.

_____ i) { w :  w is the unary notation for 10k }

_____ ii) { ‘‘M’’ : TM M accepts a context-free language }

_____ iii) { ‘‘M’’ ‘‘ w ’’ : TM M accepts inputw }

_____ iv) { strings in {0, 1} * with 4r+3 0’s and5s+2 1’s, r, s ≥ 0 }

_____ v) {‘‘M’’ ‘‘w’’ : TM M does not accept inputw }

_____ vi) L = (a ∪ b)* φ (a ∪ b)*

_____ vii) { ‘‘M’’ : there is some string on whichM halts }

_____ viii) L = { w ∈ { 0, 1 } * : w does not contain 01 0 1 1  as a substring }

_____ ix) (a ∪ b)* − (a* ∪ b* )
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Question #1 (continued)

(a) finite

(b) regular

(c) context-free

(d) Turing-decidable

(e) Turing-acceptable

(f) Noneof the above.

_____ x) φ *

_____ xi) { ‘‘M’’ ‘‘w’’ : M is a TM, w is an input string }

_____ xii) { ‘‘ M1’’ ‘‘M2’’ ‘‘ w’’ : both M1 and M2 accept inputw }

_____ xiii) {‘‘M’’ : M halts on every string }

_____ xiv) L = { an bm c p : n = 2 p }

_____ xv) L = { an bn cn : n ≥ 0 }

_____ xvi) {‘‘M’’ such that‘‘M’’ has length at most 1500 }

_____ xvii) L = the complement of {an bn cn : n ≥ 0 }

_____ xviii) {‘‘M’’ ‘‘w’’ : TM M moves its head to the left on inputw }

_____ xix) {u : u is a regular expression for some language defined over { a, b} } .

_____ xx) {‘‘M’’ such that‘‘M’’ halts after at most 1500 steps}
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2. Circle Tr ue or False and justify your answer. No marks will be given unless

there is a correct justification.

(a) [5 marks] Consider the context free grammar which has start symbolS and

rules:

S → a S  a S → E T  E E → c

S → a S  T → b T  T → e

S → S a

The language which is generated by this grammar is regular.

True False

(b) [5 marks] Consider the TMM as provided by this machine schema:

L L L L #
c c c c #

II I I #

I

Assume that TM’s are encoded by a string over { I , c} * as described in class.The

question:Does this TM M halt on input ‘‘M’’? is Turing-decidable.

True False



CS 320- Page 4 of 10

(c) [5 marks] LetL = { u uR v vR whereu andv are strings over { a, b} * }.

Here is a PDA with start states and final states {f }:

State Read Pop Next Push

s a e s a

s b e s  b

s e e t e

t a a t  e

t b b t  e

t e e u  e

State Read Pop Next Push

u a  e u a

u b  e u b

u e  e f e

f a a f  e

f b b f  e

This PDA accepts the languageL from above.

True False

(d) [5 marks] Turing-decidable languages are closed under complement.

True False
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3. [10marks] Suppose that an input stringw is encoded using I’s to encode the

symbols and c’s as separators. The empty string is encoded as justc. The

symbol encodings you should use are:

Symbol Encoding

I I I I

c I I I I

As an example,w = I c c I would be encoded as:

‘‘ w’’ = c I3 c I4 c I4 c I3 c.

Prove that L = { ‘‘ w’’ where w is a string over { I , c} * } is regular by creating a

DFA which acceptsL.
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4.(a) [15 marks] Let L = { c I n c I n+1 c I n+2 c : n ≥ 0 } . Use the pumping

theorem for context-free languages to prove that L is notcontext-free.

(b) [5 marks] How can you use your result from (a) and some reasonable

assumptions about encodings of Turing machines to conclude that

K = { ‘‘ M’’ } is not a context-free language?
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5. Theproof that INDEPENDENT SET is NP-complete describes how to
create a graph from a 3-SAT system such that the graph has an inde-
pendent set of ordern / 3  wheren is the number of vertices in the graph
if and only if the 3-SAT problem has a satisfying truth assignment.

(a) [5] Apply this procedure for creating the graph to the 3-SAT system:
{ x1, x2, x3}, { x1, x2, x3}, { x1, x2, x4}, { x2, x3, x4}.

(b) [5] Explain why the graph created for part (a) has an independent set of
ordern / 3  wheren is the number of vertices in the graph if and only if
the 3-SAT problem has a satisfying truth assignment.
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6. [10 marks] For this question, you may use the fact that ProblemP:
Given M, does M halt when started on a blank tape? is not decidable,
but do not use any other results.Starting M on a blank tape means
starting with (s, # [#]) and starting M on input w means starting with
(s, # w [#]), where s is the start state of M.

Consider ProblemQ: Given two Turing machines, is there any string

over alphabet Σ on which they both halt?

Prove that ProblemQ is not decidable.
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7.(a) [3 marks] DefineL* .

(b) [7 marks] Prove that Turing-decidable languages are closed under
Kleene star. You can assume that you have some function in_L(w)
which returnstrue when w is in L and false otherwise. Useit to
derive pseudocode for a routine in_L*(w) which returnstrue when w

is in L* andfalseotherwise.
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Use this page if you need extra space. Clearly indicate the question you are
answering.

The End.


