CSC 320 - Final Examination
Fdl 1996

1. [20] For each of the folling languages, indicate the most reswetd the
classes belw into which it falls

(@) finite

(b) regular

(c) contet-free

(d) Turing-decidable
(e) Turing-acceptable
() Noneof the aboe.

Example:

L = {a"b" : n=0} The correct answer is (c) sintes context-free, but is notge
ular.

In this question, we will us@(M) to denote the encoding of aufing MachineM and

o(w) to denote the encoding of the string

i) { stringsin{ a, b}" with an odd number of a’s and and even number of b's}
____i)L=(p(@O0 by
i L={wwR:w O{a}'}
v L={wwRw O{a,b}}
v) L = thecomplementof { a"b": n>0}over X ={a, b}
v L={w 0{0,1} : wdoesnot contain 0101 lasa substring }

vi) L ={a"b™cP: n=2p}



(@) finite
(b) regular
(c) contat-free
(d) Turing-decidable
(e) Turing-acceptable
() Noneof the abwe.
vii) L={a"b"c" : n=0}
ix) { p(M) p(w) : TM M accepts input w }
X) { (M) p(w) : TM M does not accept input w }
xi) { p(M) p(w) : MisaTM,wisaninput string }
xii) { p(M) p(w) o(q) : TM M does not enter state g on input w }
xiii) { p(M) : M haltson every string }
xiv) { p(M) : thereissome string on which M halts}
xv) { p(M;) p(M,) p(w) : both M; and M, accept input w }
xvi) { p(M) : TM M halts when started on a blank tape }
xvii) { p(M) p(a) : TM M has at least one transition on the symbol a }
xviii) { aP: pisa prime number }

xix) {ww : w O {a,b} }

xX) L = { w: w isthe name of a student writing this exam}



2.(a)[4] State the pumping lemma for regular languages.

(b) [6] Prove that {ww : w O {a, b} }is not regular using the pumping lemma.
Hint: Intersect witha” ba’ b first.

3.(a)[5]Design a PB forL; = {a"b*c®™ : n, k =0}

(b) [5] Give a ontext-free grammar for
L, = {a"b*c™ : n<k<2n;n m=0}

(c) [5] Suppose | preed thatLs; = {a"b¥c® : n<k<2n;n=0}is not con-
text-free. Whatcould you then deduce about the closure properties of con-
text-free languages?

4. Considerthe context-free grammaG with start symbolS, and rules:
S-ATB, T - BUA,U-TB,T - A, A- aa,A- a,B- bb,
andB - b.

(@) [4]Give a eerivationinGforw=aabbaabaahb. Forfull marks, gie a
derwation which is not leftmost.

(b) [6] Draw the parse tree from your degdion from (a).

(c) [5] Use your parse tree and the ideas in the proof of the pumping theorem to
find an infinite language which is contained in the language generated from
the grammar in part (a).

(d) [5] Indicate on your parse tree from (b) the sections on the tree which corre-
spond tau, v, X, Yy, z of the pumping theorem.



5(a).

(b)

[4] Define what it means for a Turing Machinedatide a language.

[6] Give the transitions for a TM which decides

L = {w O{a b} : w hasan odd number of a's}.

(c) [5] Showv the computation of

Start state: your machine onv = aba.

State | Symbol| Nd | Head
State | Instr

There was more space in this table on the previous final exam (omitte® to sa
paper).

6.(a) [4]Prove that the HAMILTONIAN PATH PROBLEM is in NP.

(b)

(a)

(b)

(b)

[6] Given that the HAMILTONIAN CYCLE PROBLEM is NP-complete,
prove that the HAMILTONIAN PATH PROBLEM is NP-complete.

For this question, assume that the only language yow koaot be Turing-
decidable iX, = { p(M) p(w) : M haltsoninput w}.

[5] Let M = ({s}, {#, a}, 9, s) whered is defined byd(s, #) = (s, R), and
o(s,a)=(h,a). Let w=aa. Give p(M) p(w) where the symbols are
ordered as #a.

[5] Is it possible to decide if your stringfM) o(w) from (a) is inKy? Justify
your answer.

[5] Is it possible to decide if an arbitrary TM halts on inpuwv =aa? ls-
tify your answer.



