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1. [20marks] For each of the following languages, indicate the most res#icti
of the classes belinto which it falls

(@)
(b)
(©)
(d)
(e)
(f)

Example:

finite

regular
contet-free
Turing-decidable
Turing-acceptable

Noneof the abeoe.

L ={a"b" : n=0} Thecorrect answer is (c) sindeis context-free, but is not regular.

i) {w : w is the decimal notation for an even number with no leading zéroes

i) {w:w is the decimal notation for a composite number with no leading zg¢roes

i) {w 0{0,1}" :

____ivadb)Y ¢(@ad by

v){a"b™ : n=0}

vi){a"b™cP: n<m<3nor2n< p<bn}

vi{a"bM™cP: nsm<3nand2n< p<5n}

vii) fu \Rv @ u, v O {0, 1}*}

ix){fww:w O{a}}

X {ww:w O{a,b}}

w has0100and10110as substring$
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For each of the following languages, indicate the most resteiati the classes
belav into which it falls

(@)
(b)
()
(d)
(e)
(f)

finite

regular
contet-free
Turing-decidable
Turing-acceptable

Noneof the abwoe.

xi) {w : w is a C pogram that given as input a TMW decides ifM halts

when started on a blank tape

xii) { (M, w) : TM M halts on inputw using at mosf., 000, 000

tape square$

xiii) { (M, w) : TM M does not halt on input W

xiv) { (M, c) : TM M prints the symbot when started on a blank tape

xv) {""M" :there is ©me string on whitM halts }

xvi) {""M" :there ae no grings on whitt M halts}

xvi) {"M" : MisaTM}

xviii) {"M" : TM M accepts a finite languge}

xix) { M, w) : TM M mowes its head to the left on inputjw

xx) {""M" . M writes a nonblank symbol when started on a blank }ape
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2. Circletrue or false for each question and justify your ansvéey marks will be
given unless there is a correct justification.

(@) [5marks] Context-free languages are closed under complement.
True False

(b) [5marks] Turing-decidable languages are closed under complement.
True False

(c) [5marks] For the pumping theorem for context-free languages, wheractored
asuvxyz thenv is never equal to the empty string.
True False
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3.  For anempty-stak PDA M = (K,Z,I,A, s, F), L(M)={w 0O = : (s,w, €)
yields in zeo or nore geps(f, e e) whee f [0 F}.
For astack-obliviou®DA, M = (K, %, T, A, s, F), L(M)={w O 3 :
(s,w, €) yields in zeo or more geps(f,e,uywhee f 0 Fand u O I}

(@) [4marks] Describe a construction that will gert an arbitrary empty-stack
PDAM =(K,Z, I, A, s, F), to a stack-oblivious PDA
M=(K'Z T A, S, F"), such that both PBs accept the same language.

(b) [2marks] What language does the following empty-stack Bézept?
Start statep, Final states: §}

State| Read] Pop XeState| Push
p a e p BB
p a e p BBB
p e e q e
q b B q e

(c) [4marks] Apply your construction from (a) to the RKErom (b) to create an
equwalent stack-oblivious PDA.
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4. [20marks] Apply the Pumping Theoremwo= a“ b a¢ b a® to prove hat
L={aPba’ba : p,qg,r=0,qg=p, and r< 2p}is not context-free.
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5(a) [4marks] State the definition of what it means for a WM= (K, Z, 9, S) to
decide a languade defined @er an dphabets.

(b) [6marks] Design a TM that decides the language

L ={w O {0,1}" : w garts with011}.
On this page, please list the names of the states that you will use and the meaning
of being in each stateThere is space for the transitions of your TM on the ne
page.



[Question 5 continued]
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The transitions for your TM deciding={w 0O {0, 1}" : w garts with011}.

Start State:

State

Symbol

Next

Head

Comments




(@)

(b)
1.
2.
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Supposédhat a professor of CSC 320 using a newlemed quantum computer
has written a program which takes as input a MiMand answers
Question 1: **Does M, halt on input 10110

For your CSC 320 honweork, you hae aeated a TMM, and you want to kne
the answer to
Question 2: “*Does M, halt on input abaa?".

[7 marks] Pree tat it is possible to decide the answer to Question 2 using the
algorithm that the professor hasrdeped for Question 1. If you create annéM
in your proof, gve its machine schema.

[3 marks] Does your answer from (a) peoQUTCOME 1 or 2:
If Question 1 is not Turing-decidable then Question 2 is not Turing-decidable.

If Question 2 is not Turing-decidable then Question 1 is not Turing-decidable.



(a)
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A path that containsvery vertex of a graph is aHamilton path A cycle that
contains eery vertex of a gaph is aHamilton cycle

HAMILTON PATH PROBLEM
INSTANCE: GraphG = (V, E).
QUESTION: Doess have a Hamilton path?

HAMILTON CYCLE PROBLEM
INSTANCE: GraphG = (V, E).
QUESTION: Doess have a Hamilton cycle?

[5 marks] Pree tat if there is polynomial time algorithm for HAMION
PATH then there is a polynomial time algorithm for HAMION CYCLE.
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(b)

(€)

(d)

[3 marks] What is the time compléy of your approach from part (a)
assuming that the algorithm for HAMION PATH takes timeO(n® + m?),
where n is the number of vertices of the graph amdis the number of

edges?

[3 marks] Assuming that both HAMTON PATH and HAMILTON CYCLE
have been proed to be in NP, which of these statementsveayou proved

with your answer to (a):
S1: If HAMILTON PATH is NP-complete then HAMILON CYCLE is NP-

complete.
S2: If HAMILTON CYCLE is NP-complete then HAMILON PATH is NP-

complete.

[4 marks] Pree that HAMILTON PATH is in NP. Gve pseudocode and an-
alyse the time complexity of gralgorithms that you deslop.
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Use this page if you needtea space. Clearly indicate the question you are
answering.

The End.



